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	IEEE Access
https://ieeeaccess.ieee.org/

	Title of Research Paper:
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https://doi.org/10.1109/ACCESS.2022.3218655

	Name of all Co-authors (if any)
	Mau Luen Tham (UTAR), Ban Hoe Kwan (UTAR), Ezra Morris Abraham (UTAR), Yasunori Owada (NICT)

	Reviewers’ Questions and Comments:

Round 1

Reviewer 1, Comment 1: This paper is generally well written, the quality of work fulfills publishing in this journal. It can be accepted after minor revision.

Reviewer 1, Comment 2: Shorten the abstract to ~200 words. Be sure preserve the most crucial idea of your approach, keynote quantitative results and concluding remarks.
Reviewer 1, Comment 3:  Figures and Tables: please make the font style of characters in figures uniform (Calibri or Times New Roman? Please just use one style.) The resolution of Fig. 1 can be further enhanced. Please use distributed alignment for the title of each figure (below the graph). Tables 5-7 and Table 9, please keep the uniform style of 3 valid digits after each decimal, i.e.,0.81 --> 0.810; 0.6938 --> 0.694, etc.

Reviewer 1, Comment 4:  Conclusion section: please expand the second paragraph on future work, which may include summary of research challenges, the orientations of prospective work. The current descriptions need to be more specific.

Reviewer 1, Comment 5:  References: please apply abbreviated styles for Ref. [9], [12], [14]-[16], [19], [20], [27], [29], [30], [32], [43]. Check the required edits for Ref. [47] and [52]. If you have any more citations published in Year 2022 (in the editing process), please update.

Reviewer 2, Comment 1: This paper presents Joint Disaster Classification and Victim Detection using Multi-Task Learning, Federated Learning, Active Learning, and Inference Optimization. The work looks interesting.

Reviewer 2, Comment 2: Reviewer recommends authors to modify the paper title. Generally, the commas should not be included in the title.

Reviewer 2, Comment 3: In the introduction, not only the learning methods, authors have to discuss the already given solutions regarding the disaster classification and the victim detection. After that, the authors have to address their weaknesses/disadvantages, and then have to address how this proposal treats the weaknesses of the already available solutions in a more comprehensive manner. Some latest example of the latest solutions for disaster classification and the victim detection; Audio-Processing-Based Human Detection at Disaster Sites With Unmanned Aerial Vehicle, A Smart UAV-Femtocell Data Sensing System for Post-Earthquake Localization of People, FloodNet: A High Resolution Aerial Imagery Dataset for Post Flood Scene Understanding.

Reviewer 2, Comment 4: In the introduction, authors have to present the contribution difference between this paper and the preliminary conference paper.

Reviewer 2, Comment 5: Authors have submitted this paper under the "Research Article" category. But, throughout the manuscript, it is difficult to find any clear technical contribution that should be included in a research paper. Please clearly present the technical contribution of this work.

Reviewer 2, Comment 6: In the experiments, authors have to consider more lightweight AI models, since UAV on-board model implementation needs comparatively lightweight hardware, considering the payload of UAV. Example for light weight model; Small and Slim Deep Convolutional Neural Network for Mobile Device.

Reviewer 3, Comment 1: The authors have presented a model for Joint Disaster Classification and Victim Detection using Multi-Task Learning, Federated Learning, Active Learning, and Inference Optimization The proposed research has great practical utility, however it lacks novelty.

Reviewer 3, Comment 2: The keywords are too general and fail to emphasize the paper's primary contribution.

Reviewer 3, Comment 3: Once acronyms are broadened, next time abbreviation should be used throughout the manuscript.

Reviewer 3, Comment 4: How is the proposed method novel? It looks the authors have reused existing methods.
Reviewer 3, Comment 5: The notion of IoT should be adequately justified.

Reviewer 3, Comment 6: Can the model be generalized?
Reviewer 3, Comment 7: As seen in table 5, The proposed model lacks behind in terms of accuracy, how could this be considered as a contribution.
Reviewer 3, Comment 8: Additionally, authors should compare their outcomes to other methods with the same purpose.

Reviewer 3, Comment 9: The conclusion of the paper must not restate the material from the abstract. On the basis of this study, what are the limitations of presented method?

Reviewer 4, Comment 1: The authors investigated a YOLO-based disaster surveillance system that jointly performs two tasks: disaster classification and victim detection. The system adopts an alternating client-server training strategy to address the low computing power of edge IoT devices. The topic of this paper seems meaningful, and the technical means is sound.

Reviewer 4, Comment 2: The system sends the global sharing model to each client for edge fine-training, and then uploads the trained parameters to the server for model aggregation each epoch. This procedure is very inefficient, especially IoT devices may transmit data over 4G networks. Would it be better to abandon model aggregation and fine-train directly on IoT devices until convergence?

Reviewer 4, Comment 3: The authors adopt the YOLOv3 for victim detection task, with DarkNet-53 as the backbone. As for the disaster classification task, the authors also used darknet53 as the feature extractor and another backbone network, MobileNetv2,was implemented. It is not clear how these two tasks are combined. In addition, are they trained together in an end-to-end manner?

Reviewer 4, Comment 4: In the experimental phase, the IoT devices deployed are too idealistic, and readers would prefer to see models deployed to lower power embedded systems such as UAS or Raspberry Pi.

Reviewer 4, Comment 5: By the way, YOLOv4 [41] is not the latest version, YOLOv5 has been released for a long time.

Reviewer 5, Comment 1: Overall, it is a well-written article that meets all the requirements expected from such a scientific research paper. It contains acceptable innovations. The methodology used and the results obtained are clearly explained. Its language is acceptable.
Round 2
Reviewer 2, Comment 1: 
After reviewing the manuscript, the authors have revised it carefully according to issues raised by reviewers, now the quality seems improved, I do not have any objection to accepting this paper. After considering journal criteria for publication, this manuscript should be accepted.

Reviewer 3, Comment 1: 
The authors have solved my concern well. Some relevant literature on deep learning needs to be reviewed.


	Contribution to the project:
The paper contributes to two goals of the project:

1.
Edge-Level Disaster Detection

2.
Mesh-Network Database Synchronization
Disaster classification and victim detection are two important tasks in enabling efficient rescue operations. In this paper, we propose a multi-task learning (MTL) model which accomplishes these two tasks simultaneously. The idea is to attach one pruned head model to another backbone network. We mathematically pinpoint the optimal branching location and the depth of the pruned head model. Apart from the decoupled task training capability, the MTL model offers lesser memory requirements (12.8 MB saving) and better disaster classification accuracy (1-2% gain), while preserving the same detection performance (0.694 of average precision (AP)), as compared to the traditional method. The detection output can be synchronized via wireless mesh network.
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