
1  Introduction

Language is a brain function that has
developed uniquely in humans.  We use lan-
guage to perform various types of information
processing.  A large part of daily thought is
performed with language, and a major portion
of human culture and civilization owes its
existence to language.  The brain commands
the functions of language, and even with
astonishing progress in artificial computing, to
date no machine has been designed to match
the language processes seen in humans.  The
mechanism behind this amazing function of
the human brain has attracted intense scientif-
ic interest, and clarification of this issue will
undoubtedly provide important clues in the
development of future information-communi-
cation technologies.

When characters and words are processed
in the brain, lexical processes such as visual-
form processes, phonological processes, and

semantic processes are performed.  Further,
for sentences, in which words are arranged,
syntactic processes are also performed.  In
order to investigate when and where these
processes take place, neural activity has been
measured using electroencephalography
(EEG), positron emission tomography (PET),
magnetoencephalography (MEG), functional
magnetic resonance imaging (fMRI), and near
infrared spectroscopy (NIRS).  With these
non-invasive methods, neural activity in the
brain can be measured from outside of head,
enabling a lot of experiments using normal
subjects, as opposed to former experimenta-
tion limited to animals and patients suffering
from brain injuries and diseases.  Particularly
from the 1990s, with substantial progress in
the development of these measurement meth-
ods, rapid advances have taken place in brain
research, with a number of impressive
research results reported to date.  Particularly
with respect to language functions, which are
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difficult to investigate through animal experi-
mentation, non-invasive brain-function meas-
urement is an extremely important investiga-
tive tool.

We have been conducting measurement of
neural activities relating to reading in Japan-
ese using MEG and fMRI.  fMRI offers excel-
lent spatial resolution, while MEG provides
precise temporal resolution; each method thus
has its merits and drawbacks.  We have devel-
oped a unique method of combining and ana-
lyzing data obtained through these methods,
rendering it possible to analyze sources of
neural activity with high reliability.  This
paper summarizes the development of this
analysis method and the measurement results
of neural activity corresponding to various
language processes for simple lines, charac-
ters, words, and sentences.  We also present an
introductory description of our latest priming
experiments, and the first steps in future neu-
ral modeling.

2  Neural activity during lexical
decision 

2.1  Experimental task [1]
Language processes consist of multiple

processing steps.  When characters and words
are presented, lexical processes are performed
in the brain.  Broadly speaking, these process-
es consist of three types: visual-form process-
ing of characters and orthography, phonologi-
cal processing (representation of language in
sound), and semantic processes at a lexical
level.  In terms of sentences, the syntactic
processes of translating a word arrangement
into a semantic concept are additionally
required (Fig. 1).  It is our belief that in order
to clarify the language-processing mechanism
in the brain, it will be useful to understand the
areas and times of occurrence of the neural
activities corresponding to these processes.
This chapter describes experiments in which
the relation between processing of words and
neural activity is investigated.

It would be meaningless if we were to
simply present a word visually to a subject

and ask the subject to execute only one group
of processes (visual-form, phonological, or
semantic) to measure the neural activity relat-
ed to the selected group.  Because it is known
that if the word is recognized, all three groups
of processes are performed automatically in
the brain.  Therefore, we prepared experimen-
tal tasks in which processes were included in
stages as follows (Fig. 2): judgments as to
whether a horizontal line is included in pseu-
do-characters created by deforming original
characters (visual-form processes), judgments
as to whether katakana characters include the
vowel “a” (visual-form processes + phonolog-
ical processes), judgments as to whether a
character string is a word or is meaningless
(visual-form processes + phonological
processes + semantic processes).  Note that
the symbol “ ’ ” to the right of a process in the
figure indicates processing of a character
string instead of a single character.  These
tasks are intended to separate neural activity
corresponding to an individual group of
processes by observing differences in neural
activity between these tasks.  Detailed
research in English-speaking countries has
involved experiments using such tasks, but
contradictions have been noted among some
of the reports.  We conducted our experiments
using the tasks illustrated in Fig. 2 that make
particular use of katakana phonograms (exact-
ly speaking, syllabograms) which are similar
to the English alphabet; neural activity was
measured using fMRI, with its excellent spa-
tial resolution, and MEG, with its precise tem-
poral resolution (Fig. 3).
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2.2  fMRI measurement [1]
Our MRI system (Siemens A G, Vision),

featuring a magnetic-field strength of 1.5 T, is
shown in the left-hand portion of Fig. 3.  In

fMRI operation, it records changes in a mag-
netic resonance signal (Blood Oxygenation
Level Dependent, “BOLD”) stemming from
changes in blood flow incident to the neural
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activity.  When the brain is active, the blood
flow increases in the active area in order to
increase the oxygen supply to this area.  Since
oxygen is supplied exceeding the amount con-
sumed, the amount of deoxygenated hemoglo-
bin featuring paramagnetic properties (other
components and tissues are diamagnetic) will
decrease, as will the inhomogeneity of the
regional magnetic field.  Thus, the apparent
transverse relaxation time constant of the
magnetic resonance signal will become longer,
and the signal will increase by approximately
several percent.  Normally this hemodynamic
mechanism is considered the origin of the
magnetic resonance signal changes.  It should
be noted that the dynamic properties of blood
flow are complicated and some objections to
this hypothesis have been raised.  However, a
large number of experiments have been car-
ried out on cerebral functions, and most of the
observed results indicating particular areas of
activity are consistent with previous brain
research.  Note that a magnetic field gradient
is used in gathering image data, with final
images reconstructed through Fourier trans-
form.  Using this method, even with multiple
sites of neural activity, a spatial distribution
(i.e., a functional image) can be obtained with
resolution as precise as several millimeters.
The MRI system can also provide a structural
image by measuring the difference in the
relaxation time, which depends on materials.
Superimposing these two images enables us to
investigate the locations of neural activity in
detail.  In comparison to PET, in which blood
flow changes are also detected, fMRI experi-
ments can be conducted repeatedly on the
same subject since no radioactive isotopes are
used; fMRI is therefore a less invasive tech-
nique than PET.  

Since there is a delay of a few seconds or
more (hemodynamic delay) before blood flow
starts to change after neural activity, fMRI
does not feature sufficient time resolution to
determine the activity of neural cells.  In actu-
al experiments, two or more tasks (featuring
different test and control conditions) are
assigned alternately for a period sufficiently

longer than the hemodynamic delay for each
task (a period lasting, for example, tens of sec-
onds) and the difference in activity between
test and control conditions is obtained (this is
referred to as “block design”), or a signal
waveform responding to the stimulus is meas-
ured (event-related fMRI).

This paper describes an experiment based
on the block design.  Specifically, we per-
formed a cognitive subtraction to determine
the location of neural activity corresponding
to differences in processes as shown in Fig. 2.
Scans were performed every four seconds,
with the entire head represented by 16 slices
of recorded images.  In order to detect small
signals despite superimposed noise, 124 scans
were taken in approximately eight minutes for
a single experiment.  The measurement data
were analyzed using “spm99” software (The
Wellcome Department of Cognitive Neurolo-
gy, London).  Figure 4 shows the average nor-
malized neural activity obtained from 11 sub-
jects (random effects analysis) in three experi-
ments, superimposed on a standard brain
model.  The obtained results indicate that neu-
ral activity related to visual-form processes
appears in the occipital/ventral occipito-tem-
poral areas, while neural activity related to
phonological processes appears in the left
superior posterior temporal area (the so-called
Wernicke’s area) and the left inferior frontal
area (the so-called Broca’s area); additionally,
the area of semantic processes may overlap
the area of phonological processes.

Neural activity shown in Fig.4 had rela-
tively low significance levels for nouns versus
pseudo-characters, i.e., uncorrected probabili-
ty, pu < 0.001; for vowels versus pseudo-char-
acters and pseudo-characters versus lines, pu <
0.01 for demonstration purpose.  Apart from
these analyses, the number of voxels indicat-
ing significant signal changes was extracted
and analyzed for each subject, using additional
data obtained with character strings for pseu-
do-character and vowel tasks, these experi-
ments and analyses confirmed that the indicat-
ed areas showed significant activity in relation
to language processes.  In particular, it is
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known that Wernicke’s and Broca’s areas are
closely connected with aphasia, and that each
of these areas participates in the comprehen-
sion and vocalization of speech.  As for visual-
form processes, detailed analysis revealed the
following two points.
(1) In the visual-form processes, neural activi-

ty showed no significant differences
between processing of real katakana char-
acters and pseudo-characters.  In previous
experiments using English alphabets, argu-
ments arose as to the presence of a visual
word-form center activated only by real
words and pseudo-words.  The present
results indicated that no area appears dedi-
cated solely to real katakana characters or
katakana words.

(2) When a single character was presented, no
lateralization was observed in the occipi-
tal/ventral occipito-temporal areas.  How-
ever, when two or more characters were
presented, activity in the left hemisphere
became greater than in the right hemi-

sphere.  Based on various brain research
(including lesion study of aphasia, electri-
cal stimulus, the Wada method, etc.), it is
known that most right-handed people per-
form major language processes in the left
hemisphere (the dominant hemisphere for
language).  The present results indicated
that although visual-form processes for a
single character or for a single pseudo-
character did not show lateralization, when
processing a word consisting of two or
more characters arranged in a line—or
when processing an arrangement of pseu-
do-characters having a visual form resem-
bling a word—left-lateralized activities
peculiar to language processes were
observed.
In terms of semantic processes, no new

active areas apart from the area of phonologi-
cal processes were detected; thus, it is very
likely that the semantic area overlaps the area
of phonological processes.  This is supported
by previous findings in which Wernicke’s area

Neural activity during judgments of characters and words detected by fMRIFig.4
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and the vicinity of the inferior frontal area
were shown to participate in semantic process-
es.  However, it must be noted that the other
reports have indicated that a large number of
areas participate in the semantic processes.
For example, there are some reports that the
left anterior temporal cortex (in which activity
was observed in the present experiment—
although in less than half of all subjects) was
observed to participate in categorical process-
es and was therefore involved in semantic
processes.

2.3  MEG measurement [2]
Our 148-channel whole-head MEG system

(BTi, Magnes 2500WH) is shown in the right-
hand portion of Fig.  3.  There are a large
number of neural cells in the brain, and for
each group of processes a collection of these
cells exchanges electrical signals to perform
the various operations involved in information
processing.  The MEG is an instrument with
highly sensitive superconducting magnetic
sensors used to detect the magnetic field gen-
erated by a minute current flowing in neural
cells.  In our system, 148 sensors are arranged
surrounding the head; these sensors measure
the spatial distribution of the varying magnetic
field.  They measure the magnetic field gener-
ated by ion currents, or primary currents,
which flow in the apical dendrite of pyramidal
cells where these currents serve as input for
the cells.  When tens to hundreds of thousands
of cells activate simultaneously in a regional
area, a magnetic field is generated that is large
enough to observe.  Both EEG and MEG are
used as methods of recording such electrical
phenomena directly, and both feature temporal
resolution on the order of ms, sufficient to
record neural-cell activity.  

However, EEG measures electrical poten-
tial on the scalp accompanying the return-cur-
rent or secondary-current distribution which is
generated by and in the vicinity of the above-
mentioned primary current; as a result, EEG
measurement is strongly affected by the distri-
bution of conductivity in the brain.  On the
other hand, MEG measures the magnetic field

generated by the primary and secondary cur-
rents.  Since the magnetic field generated by
the primary current perpendicular to the cere-
bral surface is canceled out by the magnetic
field generated by the secondary current and
thus cannot be measured, MEG measures the
magnetic field generated by the current flow-
ing tangential to the cerebral surface.  There-
fore, MEG does not record the activity of the
gyrus, but instead measures the neural activity
around the sulcus.  

In many systems, MEG is used to measure
the magnetic field component perpendicular to
the cerebral surface.  Since only the primary
current contributes to the perpendicular field
component and the magnetic field penetrates
brain matter without distortion (due to the
brain’s specific permeability of almost unity),
it is believed that MEG provides higher spatial
resolution than EEG.  However, in light of
each method’s specific characteristics, EEG
and MEG measurements may be viewed as
complementary sources of information.  Both
are non-invasive methods of measuring neural
activity from outside the head, and present no
problems in terms of repeated experiments on
a single subject.  Note that unlike fMRI and
PET, generally MEG is used not to record dif-
ferences in the neural activity between tasks,
but instead to measure overall neural activity
relating to a task.  With a single measurement
alone, a response to stimuli provides only a
weak signal relative to noise.  Therefore,
measurement of signals, e.g., during a few
seconds for higher brain functions, is repeated
100 to 200 times; the resultant data are then
averaged.  Standard measurement conditions
include a sampling frequency of 678 Hz and a
frequency bandwidth of DC - 200 Hz.  The
measured signal is filtered with a digital band-
pass filter (bandwidth: 0.1–40 Hz or 1–40 Hz)
after measurement.

From the measured magnetic field distri-
bution, the currents of a group of neural cells
activating regionally in the brain are estimated
in terms of a single current vector to model the
source of activity in the brain.  This current
vector is referred to as an (equivalent current)

Journal of the National Institute of Information and Communications Technology Vol.51 Nos.3/4   2004



dipole.  The magnitude of the dipole is a prod-
uct of its current and length.  The procedure of
estimating a dipole from the measured mag-
netic field distribution is referred to as an
inverse problem.  Unfortunately, it is known
that the inverse problem of finding a general
current distribution does not have a mathemat-
ically unique solution, and thus various
assumptions have been proposed to obtain a
solution.  The frequently used single-dipole
approximation is based on the assumption that
only one dipole is present; this enables us to
find a solution by iterative calculation from
the appropriate initial values.  In terms of
response to stimulus, it is often the case that
this assumption is valid for the early compo-
nent (up to approximately 100 ms).  However,
the single-dipole assumption sometimes fails
for late components, as the neural activity
spreads in the later stage.  To evaluate the
plausibility of this approximation in this
experiment, several criteria were used, includ-
ing a confidence volume of 4.2 cm3 or less for
a significance level of 95%; degree of match-
ing (or “goodness-of-fit”) between the meas-

ured magnetic field and the calculated mag-
netic field of 90% or more; and a relatively
stationary dipole for 10 ms or more.  Analysis
methods for the multi-dipole inverse problem
will be described later.

Figure 5 shows MEG waveforms meas-
ured with one subject for four of the tasks set
forth in Fig. 2.  Figure 6 shows an example of
a dipole calculated with the single-dipole
approximation superimposed on an MRI struc-
tural image.  This example shows the analysis
for the first large peak appearing in a noun-
judgment (lexical decision) task, calculated
using a magnetic-field distribution obtained
using 38 sensors (each located within a red
circle in the figure) and includes peaks of the
magnetic fields directed outward and inward
from the head.  The dipole was found near the
calcarine fissure, the area at which visual
information first enters the cerebrum.  This
calculation was performed for the vicinity of
each peak.  Figure 7 shows the results together
with the active areas obtained from the fMRI
experiment and the processes related to the
activity.  Neural activity relating to the visual-
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form processes began in the occipital/ventral
occipito-temporal areas approximately 100 ms
after character presentation, while neural
activity relating to phonological and semantic
processes occurred 200 ms after character

presentation, in the left superior posterior tem-
poral area (Wernicke’s area), in the vicinity of
the supramarginal gyrus, and in the left inferi-
or frontal area (Broca’s area or insula).
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3 MEG dipole analysis method
using fMRI

3.1  Comparison of active area
detected by fMRI and by MEG
(single-dipole approximation
analysis) [3]

As described above, the fMRI and MEG
measurement methods detect signals arising
from entirely different mechanisms.  That is,
fMRI indirectly measures a change in blood
flow incident to neural activity, making use of
the BOLD effect; fMRI thus detects slow
changes (within a period of a few seconds or
more) which is limited by hemodynamic
delay.  On the other hand, MEG directly meas-
ures the electrical activity of the neural cell as
a magnetic field, and is capable of measuring
only the component of a current that is tangen-
tial to the cerebral surface.  Comparison of the
results of the two methods is not easy.  How-
ever, for the early MEG component evoked by
stimuli, it is possible to compare the dipole
location obtained by single-dipole approxima-
tion with the location of fMRI activity.  

Figure 8 shows an example of this com-
parison for the dipole of a 20-ms component
with electrical stimulus of the finger.  Sixteen
sets of sample data were obtained for different
subjects, different fingers, and different hands
(right and left).  With fMRI, the neural activity
appeared in Brodmann areas 3b, 1, and 2.
When dipole locations determined by MEG
were compared with area 3b, to which much
of the somatosensory information from the
thalamus was projected, eight cases were
observed in which the dipole location fell
within the fMRI active region; in the remain-
ing eight cases in which dipole locations fell
outside this region, the average difference
between the dipole locations and the fMRI
active region in area 3b was eight mm, with a
standard deviation (SD) of 4 mm (Fig. 8).
However, since this difference was compara-
ble to an evaluated error arising from each
measurement method and from a superposi-
tion of coordinates of MEG and fMRI—as
much as 6 mm, it was judged that no signifi-

cant difference could be detected in terms of
location between MEG and fMRI measure-
ment of the early component of somatosenso-
ry stimulus.

There is no precise method for comparing
the neural activity detected by fMRI and
MEG, in response to other stimuli and the
activities reflecting higher brain functions
(e.g., late-stage components).  It is necessary
to verify the reliability of all measured data;
for example, by verifying reproducibility
among subjects and comparing detected neural
activity with the results of previous brain
research.  There is one example in which dif-
ferent measurement results were obtained
between the two methods.  In one block-
design experiment a somatosensory or audito-
ry stimulus was presented at a rate of repeti-
tion of once every two seconds while subjects
passively perceived it.  With MEG, a clear
waveform was obtained by averaging approxi-
mately 100 data.  With fMRI, neural activity
in the somatosensory area or auditory area was
difficult to obtain, but neural activity became
apparent if the rate of repetition of the stimu-
lus was increased.  The reason for this phe-
nomenon is that with fMRI, the signal value
decreases when activity occurs during short
periods at a low rate of repetition; this
decrease is due to the integrative effect of the
hemodynamic delay.  Moreover, neural activi-
ty under control conditions disappears by sub-
tracting neural activity under the control con-
dition from that under the test condition.
Thus, these examples show that there are
some cases for which the source of activity
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contributing to MEG cannot be observed
using fMRI; this case is referred to as the
“fMRI-invisible dipole.” On the other hand,
there are other cases where fMRI detects neu-
ral activity, but this activity does not con-
tribute to MEG.  This phenomenon can be
attributable to one of several causes: MEG
fails to detect the activity of the gyrus; a filter
blocks some frequency components; or a com-
ponent not synchronized with the stimulus
becomes undetectable when the evoked
responses are averaged.

3.2  MEG dipole analysis method con-
strained with location information
determined by fMRI (fMRI-con-
strained multi-dipole estimation
method) [4]

fMRI has a good spatial resolution.  For
example, a 1.5-T system can provide a spatial
distribution of neural activity in voxel units
from 3 to 4 mm.  Here, the spatial filter used
to suppress noise reduces the spatial resolu-
tion.  Typically, even with multiple neural

activities, fMRI identifies each activity loca-
tion with spatial resolution of a few millime-
ters.  On the other hand, as described above, it
is impossible to uniquely find a multi-dipole
solution based only on MEG data.  One prom-
ising solution to this problem involves an
attempt to determine a multi-dipole solution
using active location data obtained by fMRI.  

The method based on this idea would
enable us to analyze neural activity with high
reliability, meaning that activity related to the
late components (reflecting higher brain func-
tions such as language) is obtainable without
artificial mathematical assumptions.  The
method that we have developed based on this
concept involves dividing the active volumes
detected by fMRI into sub-volumes of approx-
imately 2 cm, placing a dipole within every
sub-volume, fixing the locations, and deter-
mining the magnitude and direction of the
dipole moment based on MEG temporal infor-
mation (Fig. 9).  The size of the above-men-
tioned division is determined based upon a
large number of simulations in which the
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measured magnetic field (MEG) is successful-
ly explained by the dipoles (correlation
between the measured magnetic field and the
calculated magnetic field is 94% on average).
With this method of division, up to approxi-
mately several dozen dipoles may be reached
in typical neural activity detected by fMRI for
a language task.  If the number of unknown
parameters (i.e., twice the number of dipoles,
since for a single dipole, the current of tangen-
tial components features two degrees of free-
dom), is equal to or less than the number of
MEG sensors (in our case, 148), a unique
solution can be obtained without further
restrictions.  

However, since the dipoles are placed dis-
cretely, generally a discrepancy appears
between the dipole location and the true loca-
tion of the source of neural activity.  As a
result, if fitting of the dipole moment is per-
formed by minimizing the sum of the squares
of differences between the calculated and
measured magnetic fields, the moments of
neighboring dipoles have finite values.  This
phenomenon is referred to as “crosstalk.” A
large number of simulations of fitting dipoles,
in which the locations and moment orienta-
tions of the dipoles and sources were varied,
have revealed a high probability that other
dipoles within a few centimeters of the princi-
pal dipole (in the case in which dipoles are
placed at divisional units of approximately 2
cm) are subject to significant crosstalk,
depending on their specific locations and
moment directions.  Therefore, we devised
two steps of separation threshold; within 2 cm
and within 4 cm, when the neighboring
dipoles have a high temporal correlation, these
dipoles are judged to be indistinguishable, and
a vector-sum of the moments is taken.  This is
referred to as grouping.  In this way, spatial
resolution for the present method becomes
approximately several centimeters.  Although
this is inferior to the single-dipole approxima-
tion in terms of spatial resolution (if the sig-
nal-to-noise ratio is equal to 3 or more, error
under the single-dipole approximation method
is on the order of several millimeters), a solu-

tion can be obtained for multiple dipoles rely-
ing on fMRI alone (and not, for example, by
relying on frequently used mathematical
assumptions on current norm).  As a result this
method can be said to provide highly reliable
solutions.  

The above-mentioned method does not
place any dipole in an area in which fMRI
cannot detect neural activity, and thus fails to
find an fMRI-invisible dipole.  In order to
compensate for this issue, this method is used
together with the Selective Minimum Norm
(SMN) method, proposed by Professor Okabe
of the University of Tokyo.  SMN is a multi-
dipole inverse solution in which the head is
segmented in a mesh at a certain interval (e.g.,
1 cm), and seeks a solution that minimizes the
first-order current norm on the condition that a
number of mesh points or the number of
dipoles is equal to that obtainable from meas-
ured data items.  Any dipole below the noise
level is discarded.  If a solution dipole
obtained by SMN is located 2 cm or more
from any dipole locations determined by
fMRI, this dipole is judged an fMRI-invisible
dipole and its location is added to the group of
solution dipoles.  The moments of all dipoles
(usually from 40 to 60) are then fitted to the
measured magnetic field (Fig. 9).  If an fMRI-
invisible dipole was overlooked by SMN and
no dipole is placed in its vicinity, significant
crosstalk may take place in the remote dipoles.
However, if such a large difference in location
occurs, the method does not provide an erro-
neous solution, but instead reveals that no sig-
nificant solution is available.  This is realized
by the fact that when determining the signifi-
cance of a dipole, the method stipulates that
the dipole must be significant relative to noise,
that excellent correlation should be obtained
between the measured magnetic field and the
calculated magnetic field (94% or more), and
that the contribution ratio of the magnetic field
should not be too low (> 20%).

Several other methods of solving the MEG
multi-dipole problem have been proposed.  In
one, dipoles are placed at the mesh points of
the cortical surface that includes pyramidal
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cells in the gray matter, and several thousand
dipole moments are solved using mathemati-
cal assumptions such as the minimum norm.
In another, the moments are obtained by
Wiener estimation, with priors given by fMRI
data for dipoles fixed at several to tens of
thousands of mesh points.  With the latter
method, a problem has been raised: with an
fMRI-invisible dipole, the selection of prior
values may result in significant variation in
the obtained solution [5].

Figure 10 shows one example of a solution
obtained by applying our fMRI-constrained
dipole analysis method to the lexical decision
data introduced in Chapter 2.  A red frame
indicates a latency range, where moment mag-
nitude was significantly larger than the noise
level and the contribution ratio was not too
low (i.e., significant activity was detected).
The activity of the occipital/ventral occipito-
temporal areas began at about 100 ms, and
activity near both Wernicke’s and Broca’s
areas was seen at 200 ms and later, which was
consistent with the solution obtained by sin-

gle-dipole approximation.  Although activity
in the occipital/ventral occipito-temporal areas
was obtained only for up to 200 ms by the sin-
gle-dipole approximation, according to this
multi-dipole analysis, this activity was found
to continue for quite some time in the later
stage [6].  A paper on this phenomenon is cur-
rently being submitted.

3.3  Application 1 — inner speech
experiment [7]

In this section we will describe an example
in which the analysis method set forth above
is applied to data relating to the neural activity
of inner speech (speech that is not pronounced
vocally but is instead internally formulated).
The previous section describes neural activity
during a lexical decision task which included
phonological processes.  The processes
include phonological transformation of
viewed characters, phonological analysis of
the vowel  [a], and inner speech accompany-
ing these tasks.  In an attempt to separate these
processes, an experiment was conducted to
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measure the neural activity accompanying
inner speech (Fig. 11).  We used Sternberg
paradigm, a delayed-matching task which was
originally used as a short-term memory task.
More specifically, in this task a subject exe-
cuted the following three processes sequential-
ly: three to six characters presented in series
were committed to memory (memorization);
the memory is maintained by rehearsal (inner
speech); and finally, after a character was pre-
sented, a judgment was made as to whether
that character was included in the memorized
character string, with the subject’s answer pro-
vided by pressing a button (matching judg-
ment).  In this experiment, the neural activity
of the inner speech process during rehearsal
was measured.  Since the trigger, or time at
which the inner speech process was initiated,
was required for MEG measurement, a prompt
was given three times during the rehearsal
period, and the subject was asked to execute
inner speech each time he/she saw the prompt.
The neural activity detected by fMRI relating
to three processes cannot be separated unless
the respective periods are of sufficient length
as compared with hemodynamic delay; this
would require experimentation of relatively
long duration.  Therefore, in most previous
experiments with this task, the three processes
were not separated, and the relation between
the processes and measured activity was ana-
lyzed by comparison between different condi-
tions involving varied processing load, e.g.,
with varying numbers of characters to be
memorized.  Notwithstanding the challenges
described above, the use of MEG—with its
high temporal resolution—eliminates the need
to lengthen the processes.

fMRI and MEG measurements were con-
ducted with this task.  The control conditions
of fMRI were such that pseudo-characters
were presented instead of katakana characters
to prevent memorization; rehearsal (inner
speech) was not performed; and in the match-
ing judgment period the subject was asked to
press a button immediately after the pseudo-
characters appeared.  Figure 12 shows the
results analyzed by the fMRI-constrained

dipole method for a single subject.  In this
example, no significant dipole group appeared
in the left hemisphere, and activity was
observed in several areas in the right hemi-
sphere.  This result with inner speech is con-
trary to that with the lexical decision where
activity appeared in the left hemisphere (the
language-dominant hemisphere).  In the pres-
ent inner speech experiment, neither phono-
logical transformation nor phonological analy-
sis took place in the rehearsal period; only
inner speech was requested.  Additionally,
inner speech in this case involved a meaning-
less character string and was repeated three
times, prompted by cues.  Thus it was proba-
ble that prosody processes such as pitch and
rhythm were mainly performed with minimal
phonemic process.  In this respect, previous
reports have indicated observation of neural
activity in the right hemisphere using the tasks
relating to pitch, rhythm, and music.  The cur-
rent interpretation is consistent with these
findings.  

3.4  Application 2 — visual search
experiments [8][9]

When we read and attempt to understand
sentences, we execute visual-form processes
for characters and words, and distinguish
words from their background.  Moreover, as is
shown in cases of attentional dyslexia, in
which single words may be read but some
words are exchanged between adjacent lines
when multiple words are presented, spatial
attention is also required during reading.
However, we did not yet know precisely
where and when in the human brain visual-
form processing of words takes place, particu-
larly when multiple processes including atten-
tion and information extraction are performed.
Thus in order to clarify the neural activity
required to extract a word from a sentence, we
conducted a detection experiment involving a
very simple line and analyzed the data with
the above-mentioned multi-dipole analysis.
We found that the calcarine fissure (an area
involved in feature extraction) and its adjacent
areas activated approximately 100 ms after
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Stimulus in the inner speech experimentFig.11

fMRI-constrained dipole estimation of neural activity by an inner speech taskFig.12



stimulus (Fig. 13 A), and that the fusiform
gyrus (an area involved in visual-form pro-
cessing) and its vicinity activated approxi-
mately 15 ms later (Fig. 13 B).  The calcarine
fissure then activated again approximately 100
ms following the initial activity.  We observed
that the superior temporal sulcus and the intra-
parietal sulcus, which are related to the seg-
mentation of visual items as well as to spatial
attention, activated just after the initial activity
in the visual areas, whereas this activity was
enhanced when information was present to be
extracted from the visual stimuli.  When the
intraparietal sulci of the right and left hemi-
spheres were compared, it also became clear
that activity was dominant in the right intra-
parietal sulcus.  The processes involved in dis-
tinguishing a specific visual item from a back-
ground are not specific to vision, in terms of
extraction of information, but are common to
other sensory modalities.  It has been remarked
that the other processes peculiar to language,
such as the process of the semantic relation-
ship between foreground and background ele-
ments, would take place in the reading of sen-
tences.  We intend to develop this study into
research on the processing of words in sen-

tences presented visually.  Accordingly, if we
are to understand the processing system within
the human brain, it is indispensable that we
clarify the active times of multiple cerebral
areas as well as the sequence of neural activi-
ty.  Multi-dipole analysis is considered to have
opened a path toward such clarification.

4  Neural activity during sentence
processing [10]

Syntactic processes take place during sen-
tence processing in addition to lexical process-
es for words.  There were previous reports in
which activation for these processes were sep-
arated.  Unlike those, we conducted an experi-
ment involving a task in which the vertically
presented characters of the novel “Kokoro
(Heart)” by Soseki Natsume were read nor-
mally.  Although it was difficult to separate
neural activity into parts corresponding to
respective groups of processes in this experi-
ment, it was possible to measure the overall
neural activity corresponding to the language
processes involved in the natural reading of
sentences.  We investigated how neural activi-
ty changed when the reading speed, i.e., the
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Neural activity in the visual areas (A) and near the intraparietal sulci (B) clarified by fMRI-
constrained dipole estimation (n=24). Black lines denote acitivity for each subject, and a
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and white line denotes the average activity in the right and left intraparietal sulcus respec-
tively for (B).
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processing load, was varied.  Neural activi-
ties—associated with normal reading speed
and rapid reading speed, respectively—were
measured for four subjects who had received
training in rapid reading and for four subjects
who had not received such training.  An ordi-
nary person reads approximately several
words per second, while the trained rapid
readers can read two orders of magnitude
faster than normal readers (one second per
two-page spread of a standard paperback)
while still understanding the content.  We
were thus able to measure the dependence of
neural activity across an extremely wide range
of reading speeds.  

With tasks in which subjects are asked to
read characters presented on a wide visual
field, significant eye movement occurs.  Con-
sequently, MEG data would be superimposed
with large artifacts—magnetic fields caused
by phenomena other than the experimentally
targeted neural activity—rendering measure-
ment of this neural activity difficult.  Thus,
target activity in this experiment was meas-

ured using fMRI.  A block-design experiment
was conducted; in the test conditions subjects
read the text of a novel, and in the control con-
ditions characters were replaced with pseudo-
characters where subjects were asked to move
the eye along them as in the test condition.
The two conditions were alternated approxi-
mately every 40 seconds.  Figure 14 shows the
measurement results for one rapid reader.  In
this example, neural activity around Wer-
nicke’s area decreased for rapid reading.
Summarizing the data for all subjects, neural
activity tended to decrease in language areas,
i.e., Wernicke’s and Broca’s areas, when read-
ers executed extremely rapid reading.  

A previous report had indicated that, for
word processing at rates near one word per
second, as the rate of word presentation
increased, neural activity also increased.  The
present experiment showed that on the con-
trary, at reading speeds one or two orders of
magnitude faster than the ordinary speed, neu-
ral activity decreased.  As Wernicke’s and
Broca’s areas are related to phonological
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Sentence-reading task, neural activity of a rapid reader, dependence of neural activity in
the language areas on reading speed
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processes, the results of this experiment point
to the possibility that a subject may execute
rapid reading by omitting the inner speech
processes.  However, other reports have indi-
cated that these two areas participate in
semantic and syntactic processes as well, and
so it is also possible that the current results
reflect a reduction in these processes.  

It is known that a rapid reader reduces eye
movement in the vertical direction along sen-
tence columns and moves the eye nearly hori-
zontally when rapidly reading such sentences.
Reduction in vertical eye movement and in
neural activity observed in the present experi-
ment indicates that the rapid reader acquired a
strategy of rapid reading by reducing these
processes through training.  However, there is
no clear index to determine the degree of com-
prehension during rapid reading, i.e., to assess
quantitatively the semantic and syntactic
processes; this issue thus remains as a future
subject of investigation.  

5  Language priming experiments

Current research in our group has led to
formulation of an experiment in which two
words are presented, having started from the
lexical decision experiment described above—
experiment for subsequent single-word pro-
cessing.  This experiment is designed to
observe how processing of a single word (the
“target”) is affected by the processing of a
word presented before the target (the
“prime”).  This design may offer a link
between single-word experiments and those
involving sentences in which multiple words
are arranged in a line.  Moreover, it is antici-
pated that the data obtained by observing the
relationship between the processing of the two
words will be useful in modeling the brain’s
linguistic mechanisms.  With this in mind, we
began experiments in which the lexical rela-
tionship between prime and target was modi-
fied, or in which the time interval between
presentation of the two words was varied.  The
latest results of these experiments are
described below.

5.1  Semantic priming [11]
Visual presentation of a word is frequently

used to study the priming effect.  It is known
that a preceding word (prime) having a seman-
tic relation with a subsequent word (target)
facilitates categorical judgments of the latter.
This phenomenon is referred to as the seman-
tic context effect.  However, the brain region
and sequence of the language processes pro-
ducing this effect have yet to be clarified.  In
our experiments, katakana words under the
control of the number of characters, familiari-
ty, and plausibility, were extracted from an
NTT database, and MEGs were compared
between cases where primes and targets were
semantically related and where they were not.
The subject was asked to judge whether a tar-
get word presented in the left visual field
belonged to a previously instructed category
and to press a corresponding button (Fig. 15).
When the target word was semantically relat-
ed to the category, neural activity increased
near the fusiform gyrus located in the right
occipital areas, which is related to visual-form
processing (p < 0.01) approximately 140 ms
after the presentation of a target word; at 300
to 400 ms after the presentation, activity
increased in the left temporal areas, i.e., in the
language dominant hemisphere (p < 0.03).
Moreover, when a first-order regression line
was evaluated from magnetic field strength
before target presentation, this field strength
was shown to have increased in these regions
before the target presentation.  These results
showed that, in terms of connectionist models,
once prime word processes were performed, a
node representing the prime word activated,
nodes of the other words that were included in
the category of the prime word automatically
activated, a semantically relevant target was
then input, and thus the activity associated
with the prime facilitated the activity for the
target related to visual-form and semantic pro-
cessing.  Going forward, we are aiming at
developing a model of language processes that
will incorporate a delay element, a time con-
stant, and an excitatory or inhibitory nature of
the processing in neural activity in these cere-
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bral areas.

5.2  Repetition masked priming [12]
An experiment with a “masked priming

paradigm” was performed in which a mask, a
prime, and a target were alternately shown
where the time interval between the prime and
the target was very short (Fig. 16).  Since the
prime presented during a short period fell
between the mask and the target—which gen-
erate, respectively, forward and backward
masking effects—the subject is not conscious
of the content of the prime, nevertheless this
content affects processing of the target.  

This paradigm has been used to investigate
instances of automatic processing.  The sub-
ject was asked to judge whether or not a target
katakana word belongs to a previously
instructed category and to respond by pressing
a button.  We measured MEG for two condi-
tions: in one, the prime word was the same as
the target, but represented in hiragana, unlike
the target (with the prime); in the other it was
replaced by a pseudo-character string (without

the prime).  Since the stimulus was not pre-
sented against a blank background but pre-
sented such that the stimulus alternated among
mask, prime, and target, the MEG component
relating to early visual-form processes was
small.  Rather the MEG component reflects
higher visual-form and lexical processing (the
latter involving phonology, semantics, etc.).  

Our latest MEG experiments revealed an
example in which a test condition (with a
prime) resulted in a faster response time than a
control condition (without a prime); addition-
ally, neural activity in the later stage (> 350
ms) was greater with the prime.  In terms of
modeling neural activity related to language
processes, a connectionist model was pro-
posed in which a node was provided for each
group of processes and its neural activity
propagated from node to node that were relat-
ed to the processes (linear combination).
Comparing the presence or absence of a prime
using this model, when the prime is present,
the lexicon is activated by the prime; as a
result activity related to the subsequent pres-
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Semantic context effect: (A) examples of experimental tasks where subjects judged
whether target words belonged to category "baseball", and (B) normalized root-mean-
square values of magnetic fields in the right occipital area (upper) and left temporal area
(lower). Red and blue lines denote the waveforms averaged across subjects (n=8) for the
conditions that prime words were semantically related or unrelated to target words
respectively.
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entation of the target takes place earlier and is
larger; these factors thus enable a qualitative
explanation of the reduced response time and
increased neural activity (Fig. 17).  Note that
in this example, since only an excitatory con-
nection, but no inhibitory connection is con-
sidered, detailed investigation and experimen-
tal verification remain to be performed.

To enable detailed analysis of the wave-
forms obtained in this sort of priming experi-
ment, a new signal-processing method has
been proposed [13], and research to explore the
origin of the waveform component [14] is
underway.

6  Conclusions

We introduced our studies of measuring
the neural activity of language processes using
fMRI, and MEG in order to clarify the lan-
guage-processing mechanism in the human
brain.  The language function, unique to
humans, includes a number of features that

cannot be investigated by animal experiments,
and thus non-invasive measurements of cere-
bral functions are particularly important.  We
have developed a highly reliable method of
analyzing multiple neural sources of activity
by combining fMRI, which excels in spatial
resolution, and MEG data, which provides
precise temporal resolution.  

Using these methods of measurement and
analysis, we analyzed the cerebral areas and
relevant activation times participating in visu-
al-form, phonological, and semantic processes
on the word level.  It was found that visual-
form processes started approximately 100 ms
after character presentation near the occipi-
tal/ventral occipito-temporal areas, while the
phonological and semantic processes began
200 ms or more later in the left superior poste-
rior temporal area, i.e., in the vicinity of
Wernicke’s area, and in the left inferior frontal
area, i.e., in the vicinity of Broca’s area.  The
visual-form processes for real katakana char-
acters and those for pseudo-characters did not

Examples of stimuli for repetition masked-priming experiment, where subjects judged
whether target words belonged to category "foods".

Fig.16
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reveal a significant difference in terms of neu-
ral activity, and word-level processes generat-
ed an augmented activity distribution in the
left hemisphere, which is characteristic of the
language processes.  In addition, in terms of
inner speech of meaningless character strings
prompted by cues, neural activity was
observed in the right hemisphere, which is
considered to reflect prosody processes.  

Further, we clarified through visual-search
experiments using single line stimuli that neu-
ral activity related to the earlier processes
began approximately 100 ms after stimuli in
the occipital areas (near the calcarine fissure).
Fifteen ms later, visual-form processes took
place in the ventral occipito-temporal areas
(near the fusiform gyrus), and neural activity
related to the process of separating a visual
item from its background, as well as activity
related to spatial attention occurred in the
vicinity of the superior temporal sulcus and in
the vicinity of the intraparietal sulcus.  

An experiment was conducted using rapid

readers to investigate the reading of sentences.
When a subject read at an extremely rapid
rate, neural activity in the language areas of
the left hemisphere decreased, suggesting the
subject’s strategy of reading rapidly while
omitting phonological processes.  In addition,
we introduced new experiments to examine
the interaction between the processing of two
words using priming paradigms, as an initial
step in modeling the various language
processes.  Since language processes are
accomplished by a complex network involving
multiple processing elements, we would like
to investigate the algorithm of this network
through quantitative modeling.  The clarifica-
tion of a quantitative model of the brain is
expected to contribute to improvements in the
human interfaces of information and commu-
nications as well as in the design of easy-to-
use information-processing systems.  More-
over, contributions to medical applications
may also be possible through a comparison of
the models with diagrams obtained from
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lesion studies.  If a model could be construct-
ed to simulate the behavior of the brain with
sufficient accuracy, it is believed that this
model could lead to artificial language func-
tions on a level comparable to that seen in
humans.  If we could also incorporate ele-
ments of intention, value judgments, and so on
into the model, realization of true artificial
intelligence (i.e., a machine that responds vir-
tually indistinguishably from a human subject)
may become possible, albeit in the far future. 
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