
141YAMAMURA Akihiro and ISHIZUKA Hirokazu

1  Introduction

Quantum key distribution schemes have
been introduced and studied in detail up to
date (e.g.［1］［2］［8］). Under an ideal circum-
stance like an experiment in a laboratory with-
out any physical interferences, quantum key
distribution schemes enjoy the unconditional
security. Since an eavesdropper Eve's unlaw-
ful access to the quantum channel causes dis-
turbance of bit patterns of photons sent by
Alice due to the Heisenberg uncertainty prin-
ciple, Alice and Bob can detect Eve's interven-
tion by estimating error rate after the data
transmission through the quantum channel.
Error estimation can be carried out by discus-
sion through the classical channel. Physical
errors inevitably occur in data transmission
through the quantum channel under realistic
circumstances. Eve may want to obtain only
small amount of information concerning the
private key shared by Alice and Bob. Then
Eve's best strategy is to wiretap the quantum
channel only small fraction of the total data

transmission, and deceive Alice and Bob as if
the resulting disturbance is caused by the
physical defects of the quantum channel and
other peripherals. By the attack, Eve may be
able to obtain partial information on the pri-
vate key shared by Alice and Bob. Under such
a scenario, bits, where errors may have hap-
pened, are more suspicious of Eve's interven-
tion than the other bits and should be dumped
to prevent Eve from gaining any partial infor-
mation. The following are essential to attain
the virtually unconditional security. The first
is to lower the error rate in the data transmis-
sion through the quantum channel. This
depends on improvements of physical devices
such as optical fibers, single photon source
generators, avalanche-photo-diode detectors
and so on. The error rate depends on the dis-
tance of the quantum data transmission: the
longer the channel gets, the higher the error
rate rises. The second is to efficiently detect
(and correct) errors in the raw keys, remove
the leaked information and confirm the
integrity of the private key agreed by Alice
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and Bob. Our aim in this paper is to propose
practical methods forward the second goal.

We briefly explain the general scheme of a
quantum key distribution (see Chapter 2 of［6］
for more detail). First, Alice generates a (suffi-
ciently long) random bit string and sends pho-
ton pulses according to the random bit string
through the quantum channel, where the basis
and the polarization are randomly determined.
Bob also generates a random bit string and
measures the photon pulses with the basis
determined according to his random bit string.
Then Alice and Bob obtain bit strings, called
raw keys, respectively. We should note that
Bob's raw key is totally different from Alice'
raw key because Bob does not know Alice's
choice of bases and cannot get to know the
bits in Alice's raw key unless he chooses the
same basis. Checking their choice of bases
through the classical channel, they estimate
errors existing in Bob's raw key and then
obtain sifted keys (this process is called sift-
ing). The error rate is supposed to be kept
under a previously fixed value, which is deter-
mined by the quality of the physical devices,
unless Eve intervened. If Eve wiretapped sub-
stantial amount of data transmission from
Alice to Bob through the quantum channel,
Eve's intervention can be detected in this stage
because Alice and Bob will find the error rate
is larger than the previously fixed value. Eve's
best strategy to eavesdrop is to wiretap only
small fraction of the total data transmission
through the quantum channel. It follows that
the leaked information to Eve is at most the
physical error rate.

Second, errors must be removed or cor-
rected. After the error correction process,
Alice and Bob possess an identical key called
reconciled key. Note that Eve might have par-
tial information on the reconciled key because
Eve could eavesdrop the communication
through the quantum and the classical channel
even though the potentially leaked information
is almost negligible.

Third, Eve's information is reduced sub-
stantially using privacy amplification that is
the method to lower Eve's information expo-
nentially by sacrificing bits in the reconciled
key linearly (［3］［4］［10］). Privacy amplification
can be carried out using t-resilient functions［4］
(also known as (N,J,K) functions［7］). The
resulting key is called a private key.

Lastly, Alice and Bob confirm the integrity
of their private key and obtain an authenticat-
ed private key. We illustrate a typical process
of key distribution in Fig.1 in a quantum key
distribution scheme.

We introduce a concept of (a globally,
locally) neighborhood collision free function}
and show that SHA-1［9］and MD5［12］enjoy
the neighborhood collision free property by
experiments with computers. We present
methods to detect errors in the raw keys and to
authenticate the private key in a quantum key
distribution scheme using a neighborhood col-
lision free function. Our methods realize the
error detection (correction) and authentication
procedures in Fig.1.

Fig.1 Data Processing in Quantum Key Distribution
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2  Several error correction meth-
ods

We briefly explain the error correction
methods in［4］and［5］in this section. Suppose
Alice and Bob possess their sifted keys after
the sifting process in a quantum key distribu-
tion scheme. If Alice has a sifted key r, then
Bob has a sifted key r e, where denotes
the bitwise exclusive or, and e represents the
errors occurred. The Hamming weight of e
depends on the physical error rate of data
transmission through the quantum channel,
and the recent physical experiments show rel-
atively low error rate for short distance trans-
mission. The physical error rate is the fraction
of occurrence of errors in the total data trans-
mission through the quantum channel. Under
the most ideal assumption, we have e = 0, and
hence, Alice and Bob share the identical key,
on which Eve has no chance to get any infor-
mation on it. Although physical errors
unavoidably occur at some rate under the real-
istic situation, they are very rare. Therefore,
the Hamming weight of e is in proportion to
the error rate and so slightly greater than 0.
We may assume that most of bits in e are 0. To
share the identical private key, Alice and Bob
need to get rid of the error bits. Especially, if
they intend to use the key as the secret key for
a symmetric cipher, it is crucial to share an
identical authenticated private key.

First, we explain the error correction
method by Bennett, Bessette, Brassard, Salvail
and Smolin［5］. Alice divides her sifted key
into blocks. Bob also divides his sifted key in
the same way as Alice does: if Alice has the
sifted key r and r is divided as r = r 1 r 2 ··· r n,
then Bob has the sifted key r e and it is
divided as r e = (r1 e1)(r2 e2) ··· (rn en),
where e = e1 e2 ··· en represents the error bits.
Then Alice computes the parity of each block
ri and sends them all to Bob through the classi-
cal channel. Eve can wiretap the classical
channel and is able to obtain the parities of the
blocks. The parity of each block is considered
as one bit information, and so, Alice and Bob
take it for granted that one bit information is

leaked for each block. Bob computes the pari-
ties of the corresponding blocks of his sifted
key and compares them with the parities sent
by Alice. If all of them coincide, then Alice
and Bob probably possess the identical key.
Otherwise, some of Alice's block and Bob's
block must be different at least one position.
In such a case, Alice and Bob divide the block
whose parities are different into shorter blocks
and continue the process until they do not find
any different parity. In any stage, Alice and
Bob delete one bit from each block at the
same position in order to make the leaked
information to Eve meaningless. Repeating
the process several times, Alice and Bob even-
tually establish an identical key with a high
probability. Demerits of this method are fol-
lowing: Alice and Bob are not guaranteed to
share the identical reconciled key. It wastes
numerous bits and requires considerable com-
putation. In the process of generating raw
keys, Alice and Bob cannot theoretically pre-
dict the number of necessary bits to establish
the reconciled key, that is, it is quite hard to
theoretically estimate the efficiency of the
error correction.

Second, we explain one of the methods in
Bennett, Brassard and Robert［4］. They pro-
posed that Alice sends the hash value of her
sifted key through the classical channel. Bob
computes the hash value of his sifted key as
well. Bob compares these two hash values. If
they are identical, they share the identical rec-
onciled key. Otherwise, Bob turns around a
few bits in his sifted key, computes the hash
value of the altered key then and checks
whether or not it coincides with the hash value
of Alice's sifted key. Bob continues this
process until he finds the one whose hash
value coincides with the hash value of Alice's
sifted key. Bob basically carries out the
exhaustive search to find positions in his bit
string, where the errors happen, until he
detects the errors. The method is called a bit
twiddling. The defect of the method is that
Bob is required to carry out substantial com-
putation, and the hash value transmitted
through the classical channel gives substantial
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information to Eve as well. Only under the
very restricted assumption that the error rate is
very low and the bit string is short, the
exhaustive search can be carried out. Other-
wise, the task is impossible. It is also proposed
in［4］ that Alice encodes her sifted key by an
error correcting code and sends only the
redundancy part of the encoded sifted key.
The defect of this method is again that the
redundancy part of encoded sifted key gives
substantial information to Eve. This method
has several demerits, nevertheless, these can
be remedied as we will see in Section 4.

3  Neighborhood collision free
functions

Let H be a Boolean function of Z2
l to Z2

k.
Intuitively, H is neighborhood collision free if
H maps any two bit strings with a small Ham-
ming distance to bit strings with a large Ham-
ming distance. Recall that the Hamming dis-
tance of bit strings x1 and x2 is the number of
positions where the entry of x 1 is different
from that of x 2. The Hamming weight of a bit
string x is the Hamming distance between x
and the zero (that is, the string consisting of
only 0). This property should be satisfied by
all (symmetric and asymmetric) encryption
functions, although it is not sufficient for
secure communication. Recall that a Boolean
(hash) function H is (strongly) collision free if
it is hard to find bit strings r 1 and r 2 with
r 1≠r 2 and H(r 1) = H(r 2). In other words, H is
(strongly) collision free if it is hard to find bit
strings r 1and r 2 such that r 1≠r 2 and the Ham-
ming distance between H(r 1) and H(r 2) is 0.
This concept is generalized as follows. Let us
denote the Hamming distance between r and s
by d(r, s), where r, s∈Z2

l. For t∈Z2
l, the set {s

∈Z2
l│d(s, t) < i} is called the neighborhood

around t of radius i and denoted by N(t, i). We
define several neighborhood collision free
properties. Let H be a Boolean function of Z2

l

to Z2
k.

• H is a globally j-neighborhood collision
free function if it is hard to find s, t∈Z2

such that H(s)∈N(H(t), j), equivalently

H(t)∈N(H(s), j) (or N({H(s), j/2}∩N(H(t),
j/2)) is not empty).

• H is a locally j-neighborhood collision
free function in i-neighborhood if for
every u∈Z2

l it is hard to find s,t∈N(u,i)
such that H(s)∈N(H(t), j), equivalently
H(t)∈N(H(s), j) (or N(H(s), j/2)∩
N(H(t), j/2 is not empty).

• H is a globally collision free function if it
is hard to find s, t∈Z2

l such that H(s) =
H(t).

• H is a locally collision free function in i-
neighborhood if for every u∈Z2

l it is
hard to find s, t∈N(u,i) such that H(s) =
H(t).

These concepts play a vital role in con-
struction of our error detection and authentica-
tion scheme. The concept of the hardness
depends on the context, and it may be infor-
mation theoretic or computational. A globally
collision free property coincides with a
(strongly) collision free property for crypto-
graphic hash functions. It is easy to see that a
globally j-neighborhood collision free func-
tion is a locally j-neighborhood collision free
function in i-neighborhood, a globally j-neigh-
borhood collision free function is a globally
collision free function, a globally collision
free function is a locally collision free func-
tion in j-neighborhood and a locally j-neigh-
borhood collision free function in i-neighbor-
hood is a locally collision free function in i-
neighborhood. The converses are not neces-
sarily true. See Fig.2 for the relationships
among the concepts.

For example, good block ciphers show the
strong avalanche effect, and hence, they satis-
fy the globally neighborhood collision free
property even under a low round. The globally
neighborhood collision free property can be
considered as a generalization of the
avalanche effect. We shall show, in Section 5,
that SHA-1 and MD5 satisfy the globally
neighborhood collision free property by exper-
iments by computers. Our experiments show
that SHA-1 has the 43-neighborhood collision
free property, and MD5 has the 34-neighbor-
hood collision free property, however, it is dif-
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ficult to prove theoretically and rigorously that
they really do.

4  Error detection using locally
neighborhood collision free
functions

The methods explained in Section 2 waste
numerous bits and require considerable com-
putation such as iterations of random permuta-
tions to detect and correct errors. Moreover, it
is difficult for us to predict the number of nec-
essary bits, that is, the length of raw keys, to
succeed in establishing an authenticated pri-
vate key in the final stage. It is desired to
invent a simple efficient method so that we
can predict easily and theoretically the number
of necessary bits in advance. We employ a
locally neighborhood collision free function to
detect errors in the sifted keys.

Suppose that the physical error rate of the
quantum data transmission isε>0. We note
that Alice and Bob should operate a random
permutation to their sifted keys after the sift-
ing process. If they have done so, we can sup-
pose the errors are random, that is, the errors
are uniformly distributed in Bob's sifted key.
If Eve eavesdrops the bits located at specific
positions in the private key (according to his
eavesdropping strategy) and Alice and Bob do
not operate a random permutation, then the
errors are burst, that is, they are distributed
non-uniformly in Bob's sifted key. After the
error estimation process, Alice and Bob have
their sifted keys, r and s, where r, s∈Z2

l.Then
r s shows the error bit pattern and its Ham-

ming weight is approximatelyε×l. Suppose
0<ε<1 and 0<α<1 are constants such thatα is
sufficiently larger thanε. Let H be a locally
neighborhood collision free function of Z2

l to
Z2

k withθ(H,ε,α) that is the probability of the
event d(H(r1), H(r12))≦α×k when we choose
randomly and uniformly a pair (r1, r2) of dis-
tinct bit strings from Z2

l such that the Ham-
ming distance between r1 and r2 is less than or
equal toε×l. A Boolean function H is consid-
ered locally neighborhood collision free if θ
(H,ε,α) is negligible for some constantsεand
α such that 0<ε≪α<1.

We now explain the basic idea of an error
detection method. Suppose that H is a locally
neighborhood collision free function and θ =
θ(H,ε,α) is small. This implies that the prob-
ability that d(H(r),H(s))<α×k for r≠s∈Z2

l

with d(r, s)<ε×l is negligible. We assume the
Hamming weight of r s is less thanε×l.
Hence, if r≠s , then H(s) is not in N(H(r),α×
k), equivalently the Hamming weight of
H(r) H(s) is bigger thanα×k, by the locally
neighborhood collision free property of H. If r
= s, H(r) = H(s) and so the Hamming weight
of H(r) H(s) is 0.

We now suppose Alice and Bob possess t
and t e as parts of their sifted keys, respec-
tively, where t, e∈Z2

k and the Hamming
weight of e is approximatelyε×k. Then the
Hamming distance between H(r) t and
H(s) (t e) is given by ({H(r) t}
(H(s) (t e)) = (H(r) H(s)) e. Hence, the
Hamming distance is approximatelyε×k if r =
s, otherwise, it is more thanα×k. So if we set
(ε+α)k /2 as a threshold, Bob can determine

Fig.2 Hierarchy of Collision Free Functions
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whether or not r = s by checking whether the
Hamming distance between H(r) t and
H(s) (t e) is smaller or bigger than (ε+
α)k/2.

We combine this criterion to find the exis-
tence of errors and several methods to find the
exact bit positions where the errors occurred.
We discuss several methods in the following
subsections. The difference among the first
three methods lies in the consumption of
resources (computation, quantum data trans-
mission and classical data transmission). This
difference indicates the existence of a trade-
off relation among computation, quantum
communication and classical communication.

4.1  Method
Suppose that l is the intended size of a rec-

onciled key. Let H be a locally neighborhood
collision free function of Z2

l to Z2
k such that

the probability θ(H,ε,α) is negligible andε≪
α. We assume Alice and Bob can make use of
H. Note that H is not necessarily kept secret,
and hence, Eve can also make use of it. Alice
and Bob first establish 2l + k bit sifted keys in
the sifting process. Alice and Bob have 2l + k
bit binary strings r and r e as their sifted
keys, respectively. Here, erepresents the
errors. The Hamming weight of e is approxi-
matelyε×│e│=ε×l. The basic idea is that
Alice and Bob sacrifice l+k bits of their sifted
keys and detect error bits in e without leaking
any information to Eve. Then they share r and
agree that r is their reconciled key.

Suppose Alice has r as her sifted key and r
= r 1 r 2 r 3, where r 1, r 2∈Z2

l and r 3∈Z2
k r_1,

r_2. Alice computes the hash value H(r1), then
sends r 1 r 2 and H(r 1) r 3 to Bob through the
classical channel. Eve can wiretap the classi-
cal channel. Bob has r e as his sifted key
and r e =(r 1 e 1)(r 2 e 2)(r 3 e 3), where e
= e 1e 2e 3 and e 1 ,e 2∈Z2

l and e 3∈Z2
k. Bob,

receives r 1 r 2 and H(r 1) r 3. Thus, Bob pos-
sesses r 1 e 1, r 2 e2, r 3 e 3, r 1 r 2, H(r 1)
r 3. He computes the hash value H(r 1 e 1).
Next he computes (r 1 r 2) (r 2 e 2) = r 1

e 2 and (r 1 e 2) (r 1 e 1)= e 1 e 2. The bit
string e 1 e 2 contains considerable informa-

tion on the bit string e1e2. Bob now computes
(H(r 1) r 3) (r 3 e 3) = H(r 1) e3 and
(H(r 1) e 3) (H(r 1) e 1) = H(r 1) (H(r 1)
e1) e 3. If e 1 contains no 1, that is, r 1 = r 1

e 1, then we have H(r 1)= H(r 1 e 1). In this
case, H(r 1) (H(r 1) e 1) e 3 = e 3. Hence,
the Hamming weight of H(r 1) (H(r 1)
e1) e 3 is smaller than (α+ε)k/2 with a high
probability. On the other hand, if e 1 contains
1, then H(r 1) (H(r 1) e 1) e3 is larger than
(α+ε)k/2 with a high probability. So we can
decide whether or not e1 = 0 by the threshold
criterion that Hamming weight of H(r 1)
(H(r 1) e 1) e3 is bigger than or smaller than
(α+ε)k/2.

If e = 0, then Alice and Bob established
the identical key r 1 of size l. If H(r1)≠H(r1

e1), then Bob guesses e1 from the information
e1 e2 (bit twiddling). Then he computes the
hash values of the bit string twiddled from
r 1 e 1 according to the information e 1 e 2

and compares them with H(r 1) e 3. Bob can
eventually finds e' such that H(r 1) = H(r 1

e 1 e') (strictly speaking, e' such that the
Hamming distance between H(r 1) e 3 and
H(r1 e1 e') is smaller than (α+ε)k/2. Since
H is locally neighborhood collision free, it is
implausible that he finds e'≠e 1 and H(r 1) =
H(r 1 e 1 e'). Hence, e' = e 1 holds with a
high probability and Bob can detect all errors
occurred in quantum data transmission. Alice
and Bob can delete or correct these error bits
e1 = e' and establish a reconciled key r 1' of the
length slightly shorter than l (when the errors
are deleted). We should note that if Alice and
Bob correct (not to delete) and reuse the error
bits, then they share the reconciled key r 1' of
exactly size l. Amplifying privacy, they can
reduce enemy's information at their own will.

We briefly discuss the security of the
method. Eve can only obtain information out
of communication through the classical chan-
nel under the assumption that the process of
establishing the shifted key is sound. Thus,
Eve can obtain only r 2 r 2 and H(r1) r 3. By
the mechanism of quantum key distribution
scheme, r 1, r 2, r 3 are mutually independent
random bit strings. We can consider r 1 and
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H(r 1) are encrypted by the one-time pad, also
known as the Vernam encryption［14］, sacrific-
ing r 2 and r 3, respectively. This implies that
Eve can obtain virtually no information as the
one-time pad enjoys the perfect secrecy［13］.
However, physical implementation problem
leaves room for Eve to obtain small amount of
information. In the case that Eve wiretapped
only small fraction of the total data transmis-
sion, succeeded in her attack and obtained par-
tial information of the reconciled key r1, the
information is estimated at most 2ε×l bits.
This leaked information can be removed by
the privacy amplification process.

4.2  Method 2
We suppose Bob has strong computation

power and then discuss a method to reduce the
amount of quantum data transmission by
demanding Bob substantial computation as a
trade-off. Data transmission through the quan-
tum channel costs much more than data trans-
mission through the classical channel and
computation, and hence, it is reasonable to
require Bob to perform substantial computa-
tion if he has abundant computation resource.
As before, H is a locally neighborhood colli-
sion free function of Z2

l to Z2
k such that the

probability θ(H,ε,α) is negligible andε≪α.
Suppose that Alice has r 1 r 2 as her sifted

key, where r 1∈Z2
l and r 2∈Z2

k r_1, whereas
Bob has (r 1 e 1)(r 2 e 2) as his sifted key,
where e 1 and e 2 represent the errors. Alice
computes the hash value H(r 1) and sends
H(r 1) r 2 to Bob through the classical chan-
nel. The communication can be considered
encrypted by the one-time pad. Note that the
amount of bits transmitted is the constant k.
Bob computes H(r 1 e 1) and (H(r 1) r 2)
(r 2 e2) = H(r1) e 2 and its Hamming weight
is approximately k×ε. If H(r 1)≠H(r 1 e 1),
then the Hamming weight of (r 1 e 1)
H(r 1) e 3 is approximately k×α since H is
locally neighborhood collision free. Sinceα is
sufficiently larger thanε, we can conclude
with a high probability that H(r1) = H(r1 e 1)
if the Hamming weight of H(r1) e 2 is small-
er than (α+ε)k/2, and H(r 1)≠H(r 1 e 1) other-

wise. If H(r 1)≠H(r 1 e 1), then Bob twiddles
randomly up toε×l bits of r 1 e 1, computes
the hash values of them and then compares
with H(r 1) r 2. Bob can eventually find e1 by
the exhaustive search, however, e1 has approx-
imatelyε×l bits of 1 and so Bob twiddles only
up to aboutε×l bits of r 1 e 1. Clearly Bob's
computation task depends on the length of r 1

and the error rate ε.
Let us discuss the amount of data trans-

mission through the quantum and classical
channels. In Method 1, Alice and Bob have to
generate sifted keys of size 2l+k to generate a
reconciled key of length l bits. The amount of
the quantum data transmission is proportion to
2l+k. The amount of the classical data trans-
mission is l+k. In Method 2, on the other
hand, the amount of the quantum data trans-
mission is proportion to l+k and the amount of
the classical data transmission is k.

Another merit in Method 2 is that informa-
tion potentially leaked to Eve is reduced com-
pared with Method 1. The reason is that the
total (quantum and classical) communication
is less than in Method 1. In Method 1, it is
estimated that Eve may have stolen at mostε×
(2k+l), whereas in Method 2, at mostε×(k+l).

A defect of Method 2 is to require Bob
considerable amount of computation. Ifε is
small and the length of the established key is
small, then Bob's computation can be carried
out by a desktop computer. However, ifε is
large and the key length is long, then the com-
putation becomes an impossible task.

4.3  Method 3
We give an intermediate between Method

1 and Method 2. Suppose H is a locally neigh-
borhood collision free function of Z2

l to Z2
k

such that the probability θ(H,ε,α) is negligi-
ble andε≪α. Alice has r 1 r 2 r 3 r 4 as her sifted
key and r 1, r 2, r 3∈Z2

l/2 and r 4∈Z2
k r_1, r_2,

r_3. Similarly Bob has (r 1 e 1)(r 2 e 2)(r 3

e 3) (r 4 e4) as his sifted key, where e1, e 2, e 3

∈Z2
l/2 and e 4∈Z2

k. The string e1 e2 e 3 e4 rep-
resents the errors. Alice and Bob intend to
establish a reconciled key r 1 r 2. The bit string
e 1 e 2 contains approximatelyε×l bits of 1.
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Alice computes r 1 r 2 r 3 and H(r 1 r 2) r 4

and sends it to Bob through the classical chan-
nel. Bob computes (r 1 r 2 r 3) (r 3 e3) =
r 1 r 2 e 3 and (H(r 1 r 2) r 4) (r 4 e 4) =
H(r1 r 2) e 4. He computes (r 1 e 1) (r 2

e 2)=r 1 r 2 (e 1 e 2), and then (r 1 r 2

e 3) (r 1 r 2 (e 1 e 2)) = e 1 e 2 e 3. If r 1

r 2 is equal to (r 1 e 1)(r 2 e2) = (r 1 r 2) (e 1

e 2), then the Hamming distance between H(r 1

r 2) e 4 and H((r 1 e 1)(r 2 e 2)) is approxi-
matelyε×k. On the other hand, if r 1 r 2 is not
equal to (r 1 e1)(r 2 e 2)), then the Hamming
distance between H(r 1 r 2) e 4 and H((r 1

e 1)(r 2 e2)) is more thanα×k. Sinceα is suf-
ficiently larger thanε, Bob can decide whether
or not e 1 e2 = 0 by the threshold criterion that
the Hamming distance between H(r 1 r 2) e 4

and H((r 1 e 1)(r 2 e 2)) is bigger or smaller
than (ε+α)k /2. If H(r 1 r 2)=H((r 1 e 1)(r 2

e 2)), then Alice and Bob agree the reconciled
key r 1 r 2. If H(r 1 r 2)≠H((r 1 e 1)(r 2 e 2)),
then Bob guesses e 1 e 2 using the information
e 1 e 2 e 3 (bit twiddling). Clearly it is much
easier to find e 1 e 2 than Method 2, but more
difficult than Method 1.

For Alice and Bob to establish a recon-
ciled key of length l, r 1 r 2 must be of length l.
Note that│r 1│=│r 2│=│r 3│= 1/2 and│r 4│= k. Hence,
Alice and Bob have to generate a sifted key of
length 3l/2+k. If we ignore k, they need to
generate a bit string of length almost 3l/2 of
the reconciled key length whereas sifted keys
of size 2l and l are required in Method 1 and
Method 2, respectively.

4.4  Method using error correcting
codes

We briefly discuss a method using error
correcting codes. Suppose H is a locally
neighborhood collision free function of Z2

l to
Z2

k such that the probability θ(H,ε,α) is neg-
ligible andε≪α. To correct the errors in sifted
keys of Alice and Bob, Alice may want to
encode her sifted key by a classical error cor-
recting code and transmit only the redundancy
part of the encoded sifted key. However, the
redundancy part gives substantial information
of Alice's sifted key, and hence, the redundan-

cy part must be encrypted to prevent Eve from
obtaining any information. We propose to
encrypt the redundancy part by the one-time
pad. Suppose Alice has r 1 r 3 as her sifted key,
where r 1∈Z2

l and r 3∈Z2
k, and Bob has (r 1

e 1)(r 3 e 3) as his sifted key, where e 1∈Z2
l

and e 3∈Z2
k. Alice computes the redundancy

(denoted by C(r1)) of the encoded word of r 1

by the error correcting code C. Bob can detect
and correct the error bit string e 1 if he has
most correct bits of C(r 1) with his sifted key
r 1 e 1. Alice sends C(r 1) e 3, and hence,
C(r 1) is encrypted by the one-time pad and so
it gives virtually no information to Eve even if
she can eavesdrop it. Bob can compute
C(r 1) e 3 (r 3 e 3) = C(r 1) r 3. Hence, if
the error rate is small enough, then Bob can
correct the error bits due to the error-correct-
ing ability of C. For instance, we can use the
Reed-Solomon code［11］ for our purpose
because of its capability of correcting random
errors. Note that we may assume that errors
distribute uniformly all over the sifted keys
because Alice and Bob operated a random per-
mutation to their sifted keys after the sifting
process.

4.5  Authentication
After generating a reconciled key, Alice

and Bob carry out privacy amplification and
obtain their private key. Next they confirm the
integrity of their private key. We can employ
the same idea to authenticate a private key. We
should note that the existing methods basically
require the previously shared authenticated
private key, while ours do not. Suppose that
after the privacy amplification process, Alice
has her private key r 1 and Bob has his private
key r 1', where r 1, r 1'∈Z2

l. When making their
raw keys, Alice and Bob generate extra sifted
keys r 3 and r 3 e 3, respectively, where r 3∈Z2

k

and e 3 represents the errors. Alice sends
H(r1) r 3 to Bob. This transmission is consid-
ered as encrypted by the one-time pad, and
hence, Eve obtains virtually no information.
Bob checks whether or not the Hamming dis-
tance between H(r 1) r 3 and H(r 1 e 1) is
smaller than the threshold (ε+α)k/2. If so, r 1
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= r1 e1 and e 1 = 0, r 1≠r 1 e1. This authenti-
cation method can be applied after the error
correction process. We also note that the
method can be employed after any error cor-
rection and privacy amplification method.

4.6  Experimental results
To implement our error detection method,

we need a concrete locally neighborhood col-
lision free function. We show by experiment
with computers that SHA-1［9］and MD5［12］
satisfy the locally neighborhood collision free
property. If a function H satisfies the locally
neighborhood collision free property, then the
Hamming distance of H(x 1) and H(x 2) is
expected to be relatively large with a high
probability for any bit strings x1, x2 having a
small Hamming distance. In our experiments,
we choose randomly N = 100,000,000 pairs
(x 1, x 2) of bit strings having Hamming dis-
tance 1 (10, 20, respectively). Then we count
the frequency of the Hamming distance of the
pair (H(x 1), H(x 2)). If H is a cryptographic
hash function, we easily imagine that H
exhibits a normal distribution. If the standard
deviation is relatively small, that is, most sam-
ples yields a Hamming distance close to the
mean value, then we can conclude that it is a
good neighborhood collision free function.

We consider SHA-1 as a function of Z2
512

into Z2
160, that is, we restrict its domain to

Z2
512 in our experiments. We expect the mean

value to be 80, and Hamming distance

d(H(x 1), H(x 2)) is close to 80 for most pairs
(x 1, x2). Actually, our experiments for SHA-1
with 10,000,000 samples of Hamming dis-
tance 1 (10, 20) show that the mean value is
about 80, the standard deviation is 6.3, the
minimum of d(H(x 1), H(x 2)) is 44, and the
maximum of d(H(x 1), H(x 2)) is 115. See Table
1 for the statistic and Fig.4 and Fig. 5 for the
histograms in Appendix. Our experiments
show that the deviation is small enough.
Hence, SHA-1 has the good neighborhood
collision free property, and hence, most pairs
of bit strings with Hamming distance 1 are
mapped to the strings with Hamming distance
close to 80. For example, we may setα= 1/4.
Then the probability θ(H,ε,α) is negligible
for any error rate 0<ε<α. In this case, the
threshold value is around (ε+(1/4))×180)/2.

We consider MD5 as a function of Z2
512 to

Z2
128. Hence, we expect the mean value to be

64, and Hamming distance d(H(x1), H(x 2)) is
close to 64 for most pairs (x1, x2). Our experi-
ments for MD5 with 10,000,000 samples of
Hamming distance 1 (10, 20) show that the
mean value is about 64, the standard deviation
is 5.6, the minimum of d(H(x 1), H(x2)) is 34,
and the maximum of d(H(x 1), H(x 2)) is 95.
See Table 3 for the statistic and Fig. 4 and Fig.
5 for the histograms in Appendix. Our experi-
ments show that the deviation is small enough.
Hence, MD5 has the good neighborhood colli-
sion free property, and hence, most pairs of bit
strings with Hamming distance 1 are mapped

Table 3 Static of Experiments on SHA-1 and MD5
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to the strings with Hamming distance close to
64. For example, we may setα= 1/4. Then the
probabilityθ(H,ε,α) is negligible for any
error rate 0<ε<α. In this case, the threshold
value is around (ε+(1/4))×128)/2.

In Table 4 and Table 5, the graph labeled
Dis:1, Dis:10, Dis:20 indicates the histogram
of Hamming distance 1, 10, 20.

Table 4 Hamming distance histogram of SHA-1

Table 5 Hamming distance histogram of MD5
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