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1  Introduction

Advances in research and development of
broadband networks have led to the proposal
of various services using broadband content,
such as those dealing with video data. Exam-
ples of such services include videotelephony
and videoconferencing, but these applications
are not catching on as widely as many people
had expected. Meanwhile, in line with the u-
Japan concept, we have seen great progress in
the area of ubiquitous computing technolo-
gies, which gather small fragments of infor-
mation of various types distributed throughout
real space, as in the case of sensor and tag
information. A variety of services are in the
process of development based on such tech-
nologies.

This paper proposes a new human inter-

face that applies both broadband-based visual
information and ubiquitous tag and sensor
information for use in communications. In
person-to-person communications, it is com-
monly held that the feeling of sharing a single
space, in which natural non-verbal communi-
cations can take place based on gestures, body
language, and facial expressions, is as essen-
tial as direct linguistic expressions using voice
and text information. To accomplish this sort
of communication, it is important to produce
an environment in which the communicating
parties feel as if they were present in the same
space at the same time.

There have been a number of conventional
approaches to the construction of such a
shared space, including a system［1］enabling
operation of a shared application through dis-
play screens (showing the users as if they
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were facing each other through a window),
systems［2］-［4］that extract an image from one
location (using silhouette or chroma-key tech-
niques) for integration into a two-dimensional
space viewed by the other party, a system［5］
that generates a shared space by extracting the
human body using 3D cameras and HMD, and
a system［6］enabling natural instruction and
body arrangement.

The system we propose in this paper, on
the other hand, transfers various events and
phenomena in the real world bidirectionally
using both broadband-based visual informa-
tion and ubiquitous information (such as that
contained in tags) and constructing a virtual
shared space based on the metaphor of a mir-
ror. Users separated by distance can communi-
cate smoothly using this shared space, in
which information from the real world and
information from the virtual world is integrat-
ed and expressed seamlessly. As a result, each
user can provide instructions and conduct var-
ious operations in the other party’s space［7］-
［9］. We refer to the human interface forming
the key component of this system as the “mir-
ror interface”. Here we will introduce a
method of communication via the mirror inter-
face and describe the construction of a system
using this interface over the JGNⅡnetwork.

We provide an overview of the mirror
interface in section 2 below and describe its
method of use over JGNⅡ in section 3. We

explain some of the presently assumed appli-
cations of the mirror interface in section 4,
and offer a summary and prospects for future
development of this technology in section 5.

2  Overview of the mirror interface
and related works

2.1  Overview of the mirror interface
The mirror interface is a real-world-orient-

ed interface that enables people (users) to
operate items (equipment, devices, items, etc.)
existing in real space as well as information
located in computers and on a network and
databases. We are proposing the use of the
mirror interface to construct a type of “desk-
top” by projecting real-world images onto the
screen. By displaying the user and his or her
counterpart in a distant location together as
part of the real world, the mirror interface can
serve as a communication tool for smooth dia-
logue, with none of the inconvenience of sepa-
ration over distance. In short, the mirror inter-
face offers a communication tool providing
seamless integration between the real world
and the virtual world, as well as between
remote and local locations.

Fig. 1 shows the system for implementa-
tion of the mirror interface. A large display
unit resembling a mirror is placed in front of
the user. The compact camera installed at the
center of this display faces the user and cap-

Fig.1 Overview of the mirror interface
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tures images of the user and his or her imme-
diate surroundings. This image is converted to
a mirror image and shown on the display. An
identical system is set up on the remote side to
capture an image of the corresponding user
and his or her immediate surroundings, con-
verting this image for mirror display on the
remote side. These two images are then trans-
mitted over the network, with the image of the
remote location superimposed as a translucent
image on the local display. As a result, items
and persons at the two locations are integrated
into one “room”, giving both users the impres-
sion of being in the same space, looking in a
mirror.

The display not only shows a mirror image
of the user, but also provides information
relating to items contained in the image; icons
to operate these items are superimposed on the
corresponding devices. The user can interact
with the information and icons using his or her
hand as a pointer.

As described above, the mirror interface
recreates the real world on a desktop. While
the ordinary GUI uses a mouse (cursor) as a
pointing device, enabling execution of an
action by selecting an icon with the pointer,
the mirror interface relies on the user’s hand
as a pointer, allowing for operation of equip-
ment in the real world through manual indica-
tion of an item on the desktop. In this sense,
the mirror interface can be considered a real-

world-oriented GUI.

2.2  Real-world-oriented desktop
A real-world-oriented desktop constituting

the similarly described GUI provides the user
not only with information stored in a computer
(offered by conventional GUIs) but also pro-
vides an interactive space incorporating infor-
mation from the real world. The real-world-
oriented desktop displays the user and the sur-
rounding area and a real-time image (in mov-
ing pictures) of the remote side within a mir-
ror image. An icon is placed on each of the
operational devices and objects in the comput-
er displayed on the desktop and these icons
are used to control the operations of these
devices and objects. By pointing at these
icons, the user can operate not only computer
functions but can also activate services in the
real world. Since the user is also present in
this image (i.e., in the interactive space), he or
she gains a natural sense of operating these
devices, which appear to be arranged in his or
her immediate space. Figure 2 shows an
example of a desktop created by the mirror
interface.

On a real-world-oriented desktop, opera-
tional devices and their icons must be
arranged in corresponding positions on the
screen (i.e., in a two-dimensional space). If a
device is stationary in real space, its position
can be registered in the system in advance for

Fig.2 Real-world-oriented desktop
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positional correlation. If a device may be
moved, its position on the screen must be
detected. Accordingly, a system［10］ that
detects the position of tags and IDs within the
screen using an infrared camera is used for
positional tracking of operational devices. The
authors plan to introduce this system at the
Tsukuba JGNⅡResearch Center in fiscal 2006
and to incorporate it into the development of
motion-based applications.

2.3  Pointing function using user’s
reflected image

On a conventional desktop, the mouse and
keyboard serve as user interfaces to initiate
operations. In addition to these tools, button
switches, touch panels, and other devices are
commonly used for devices within arm’s
reach. For devices beyond immediate reach,
remote controllers are used.

To enable natural pointing to items by the
user, several types of interface are proposed,
each of which uses a 3D camera to detect the
direction in which the user is pointing［11］［12］.
These methods are investigated to establish
functions involving direct pointing toward
items within a room. The paper［13］shows a
method based on a configuration in which the
user stands in front of the screen and points at
a location within the area shown.

Unlike methods proposed by others, the
mirror interface enables the user to operate
equipment in the real world simply by point-
ing at the equipment shown on the real-world-
oriented desktop. The real-world-oriented
desktop also shows a mirror image of the user.
The mirror interface detects and determines
the intended “pointing” when the hand of the
user’s mirror image overlaps with the icon of
the target equipment on the real-world-orient-
ed desktop.

The superiority of the method of “touch-
ing” an item within the image using the reflect-
ed hand was verified in an experiment using
human subjects, as described in paper［14］. In
this experiment, the time spent in pointing at a
specified position on the screen using the
superimposed self-image was compared with

the time spent in pointing by a mouse. The
results indicated that the reflected image was
an effective pointing tool even for general
users lacking particular IT awareness. This
suggests that a system capable of robust recog-
nition of the user’s hand position can in fact be
used as a practical interface.

As stated above, the pointing mechanism
used in a real-world-oriented interface must be
able to detect the overlapping of the user’s
reflected image and a target item within the
image. The current mirror interface detects a
marker of a specific color held in the user’s
hand instead of the hand itself. When the user
holds the marker over an icon, the correspond-
ing equipment begins operation. For a more
complex command, the mirror interface can
display the icon in the form of a hierarchical
menu. After an operational command is exe-
cuted, the menu disappears and the screen
returns to the normal dialogue mode to enable
input of the next command. In terms of usabil-
ity, some argue that pointing with the bare
hand would be better than requiring the use of
a colored marker. Accordingly, we are investi-
gating a method using CV (computer vision)
technology［15］.

In Fig. 3, an icon on the screen is touched.
The user is holding his hand (with a marker)
over the button-type icon near the right edge.
In our experimental system, this operation
activated the light (in the lower-right corner of
the screen) on the remote side.

Fig.3 Example of equipment operation
using the mirror interface
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2.4  Composition of the user image
with the image on the remote side

When the mirror interface is used, the
reflected image of the user becomes a pointing
device and is also used for communication
with the partner on the remote side. While
visually noting the gestures of the other dis-
played on-screen via the mirror interface, the
user and the partner can communicate through
gestures while also operating the equipment or
services shown on the real-world-oriented
desktops.

The image of the partner and the room
captured on the remote side is integrated with
the image of the user and his or her room by
converting both images to translucent images
and superimposing them. The combined
image can be obtained by changing the pixel
value p at each pixel to “p =α• pA + (1 -α)
pB”, where pA and pB are the pixel values on
the local side and remote side andα is the
degree of translucency. This superimposition
process is performed independently at the two
locations to generate separate images. Figure 4
shows an example of the real-world-oriented
desktop created by the superimposition
process. In this example, two individuals on
the local side face a person on the remote side,
and items (such as shelves and other features)
at both locations are displayed on a single
screen. In other words, the two rooms are

combined into one space.
As shown in the example in Fig. 4, the

superimposed translucent images show all
items in both locations without hiding over-
lapped items, thus allowing visual recognition
of all equipment and devices present at both
locations. The degree of translucency can be
varied during communication, enabling the
adjustment of appearance in accordance with
the shift of focus in the conversation. Since
images are superimposed independently at the
two locations, the image can be adjusted sepa-
rately at each location to suit the specific con-
figuration of each site.

2.5  Communication in a shared space
As an example of the use of the shared

space created by the mirror interface for com-
munication, we assumed a meeting in which a
visual presentation such as a slideshow would
be given. Figure 5 shows an example in which
a document is overlapped on the top of the
screen displayed using the mirror interface
system. The display serves as a slideshow
screen. By pointing at an icon, users at either
location can turn the page forward or back-
ward.

In Fig. 5, the user and partner at two sepa-
rate locations are conversing while pointing
with their fingers at the map shown in the
slideshow. Since the superimposed image is a

Fig.4 Process for creating superimposed translucent image
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mirror image of both the local side and remote
side, each party can see the other pointing in
the correct orientation on his or her own
screen. Demonstrative pronouns such as “this”
and “that” are understandable to both parties,
and phrases that express relative positions
such as “upper right” and “upper left” indicate
the same positional orientation. When images
are shown in normal orientation, as in video-
conferencing systems, the person on the
remote side pointing at the “upper-right” loca-
tion appears to be pointing at the “upper-left”
location on the local side, causing confusion
and inconvenience in many instances. This
problem is prevented by converting the image
on the remote side to a mirror image.

Moreover, since the images of both loca-
tions overlap, the users can communicate
using both hands—pointing, for example, or
via other gestures and body language. In addi-
tion, by setting the first-come-first-served rule
for the operation of equipment and devices on
the local and remote sides, it is possible to
obtain or transfer operating privileges smooth-
ly based on dialogue between the user and
partner (i.e., through oral and behavioral indi-
cations). This can eliminate the cumbersome
procedure of transferring the mouse operation
privilege, which is normally required when an
application is shared through a conventional
videoconferencing system.

Because the mirror interface allows two

parties to share the same “space”, including
their reflected images, the user can see how
his/her own gestures, body language, and
facial expressions are seen by the partner;
therefore, the user can make appropriate
adjustments during the conversation. The user
can also maintain the same positional relation
and distance from the partner as he would in a
real-world situation. In our experiments, we
even observed a case in which the hand of the
user on the local side moved accidentally and
“contacted” the body of the person on the
remote side and the person on the remote side
reacted by jerking his body away from the
“hand”. We believe that the space recreated by
the mirror interface thus provides the user
with a significant sense of realism.

3  JGNⅡnetwork

3.1  Network configuration
Using JGNⅡ, we constructed a system that

used the mirror interface to connect two loca-
tions. We set up two terminal environments,
each with a PC, a PDP, and other devices, at
the Tsukuba JGNⅡResearch Center, and these
were connected via a circuit routed through
Kitakyushu or Otemachi. We then conducted
an operation verification experiment (Fig. 6).
The systems at both locations were construct-
ed on local networks, and were connected
from separate ports via JGNⅡconnection hubs
(compatible with Gigabit Ethernet). In addi-
tion, the PC set up on the local side to distrib-
ute slideshow images was connected to the
JGNⅡconnection hub.

This JGNⅡ network appeared as an Ether-
net network when viewed from the hub, and
we set IPv4 local addresses for TCP, UDP/IP
communications between PCs.

3.2  Transfer of images, item coordi-
nates and commands

The system we developed and used in our
experiments integrated data from images cap-
tured by terminal cameras and voice data
picked up by microphones, converted this
information into DV data format, and assem-

Fig.5 Example of shared space:
slideshow imposed on a real-world-
oriented desktop 
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bled the data block into fixed-length UDP
packets for transfer.

When the item selected by the user is
located on the remote side, the mirror inter-
face must perform the necessary operations on
the remote side. Furthermore, coordinate data
of registered items must be exchanged when
necessary in order to reflect the relocation of
items. The data used for this purpose is very
small in volume relative to image data, and the
transmission frequency can be about the same
as the frame rate required to ensure the proper
display of item movement. As a result this
data represents a very small proportion of total
data transferred. To prevent packets from
being lost and to ensure that all commands
reach the appropriate destination, TCP/IP was
used for data transfer and reception.

In the case of the slideshow described ear-
lier, data generated in Microsoft PowerPoint
was multicast to the terminals at the two loca-
tions by means of an image-distribution PC
connected to the JGNⅡ network. The
slideshow images were captured in preset
intervals and converted to DV format for
transmission. Owing to this specification, a
paper document can be superimposed on top
of a real-world-oriented desktop using a docu-
ment camera for on-screen display.

We constructed the system as explained
above and verified operation. Although some
communication delays took place due to
image-superimposition processing and
CODEC processing, smooth dialogue was
enabled with no significant problems. The
delay time in the JGNⅡ circuit was approxi-
mately 10 ms each way, through Kitakyushu
according to actual measurements of the video
distribution time conducted in a separate
experiment. In the experiment on mirror inter-
face operation, we observed no delays that
would result in adverse effects preventing nor-
mal conversation.

4  Applications

The concept of the mirror interface and its
implementation were described in the above
sections. This paper also discussed the advan-
tages of communication using the mirror inter-
face in the context of a slideshow-based exam-
ple exchange.

Below we list areas of application in
which the advantages of the mirror interface
can be maximized. Based on the potential uses
of the display of superimposed images and the
equipment-operating interface, we anticipate
the following three main areas of application.
(1) Use of display with superimposed docu-

ment images 
• Video conferencing, interactive remote lec-

tures, remote counseling: in these applica-
tions presentations are conducted from a
remote location. These uses take advantage
of the easy understanding of demonstrative
pronouns such as “this” and “that”
(described earlier in this paper).

(2) Use of display with superimposed image
of remote location 

• Exercise guidance, remote guidance for
physical therapy: instruction related to pos-
tures and motions

• Workshops: The instructor can “participate”
in events (shared spaces) with multiple
groups held at different remote locations.
These applications take advantage of the
superimposition of translucent images.

Fig.6 JGNⅡ network connection for mir-
ror interface experiments
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(3) Use of equipment-operating interface
• Remote equipment operation: monitoring

and remote maintenance of equipment and
devices at remote locations

• Walkthroughs: Walkthrough in the real world
by enabling the local side to control the
selection and operation of cameras installed
on the remote side

• Presentations: Enhanced presentations in
showrooms and other sites

In some situations, the three areas of use
described above can be combined for even
more effective communications. We plan to
construct some of these situations and to con-
duct verification experiments, with the partic-
ipation of local communities, in order to
examine the full effectiveness of communica-
tion using the mirror interface.

5  Conclusions

This paper described research on an inter-
active communication system constructed on
the JGNⅡ network currently underway at the
Tsukuba JGNⅡResearch Center. We explained
the functions achieved to date with the current
system and also presented our view of possible
applications.

We plan to expand the current two-loca-
tion communication system to a multi-location
system connecting three or more sites, and to

conduct further research on fundamental tech-
nologies required for a bare hand pointing
interface. We also intend to assess system
characteristics through various experiments
testing usability. Furthermore, we intend to
promote the development of useful applica-
tions and to examine ways to apply the results
of this R&D through specific experiments
conducted in cooperation with local communi-
ties.
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