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1  Introduction

The advances of wavelength division mul-
tiplexing (WDM) technology and rapid
growth of Internet traffic have generated a
serious mismatch between huge transmission
capacity of optical fibers and routing/forward-
ing capability of electronic routers, which has
triggered many research activities on optical
switching technologies. Among various
switching technologies, optical burst switch-
ing (OBS)［1］［2］ is considered an attractive
switching paradigm because it is more effi-
cient than optical circuit switching in terms of

wavelength utilization efficiency and has less
stringent requirements for optical devices than
optical packet switching.

A data burst and its control signal, in
burst-switched optical networks, are transmit-
ted on separate channels and respectively
switched in optical and electronic domains.
Burst is an aggregation of multiple client data
with the same egress node address; it is sent
out following its control signal with a short
delay called “offset time” without having to
wait for reservation acknowledgement (one-
way reservation paradigm). The offset time
allows intermediate nodes to complete control
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signal processing and optical switch configu-
ration ahead of the burst arriving; thus no opti-
cal buffers are necessary at intermediate
nodes.

Since many key issues with OBS, such as
burst assembly, signaling, scheduling and con-
tention resolution, have been extensively stud-
ied［3］-［8］, it is necessary and important to
develop a network testbed for evaluating OBS
technology. Up to now, several burst-switched
node prototypes and testbeds have been devel-
oped and demonstrated［9］-［14］. However,
most of them mainly focused on some key
unit technologies, such as optical switches and
signaling protocols, and can not provide a net-
work-wide experimental platform with com-
prehensive OBS functions. To investigate the
feasibility of OBS, evaluate OBS protocols
and algorithms, and study the future direction,
we have designed and implemented a general-
purpose and flexible OBS network testbed. In
this report, node architecture, control algo-
rithm, and performance evaluation of the test-
bed are discussed. A flexible “transceiver +
forwarding” node architecture is presented
first, which can perform transparent optical
burst switching and electronic burst assembly
with support for class of service (CoS) and
wavelength selection. Then we discuss the
design of a scheduling scheme mechanism,
which efficiently combines two different con-
tention resolutions in space and wavelength
domain. Through a series of experiments, per-
formances of the OBS network testbed are
evaluated and discussed finally.

2  Design principles of the OBS
network testbed

An ideal testbed is expected to emulate
real OBS networks to the maximum, provide a
flexible network-wide experimental platform
for new ideas and novel technologies, and
contribute a viable evolution solution to the
next-generation optical Internet. The follow-
ing key functional requirements especially
need to be fulfilled: burst assembly and disas-
sembly, network protocols (e.g., routing and

signaling), control algorithms (e.g., scheduling
and contention resolution), scale and resources
(e.g., sufficient nodes, WDM links, and wave-
lengths), and compatibility with legacy net-
works (e.g., interconnection with the Internet).
To meet such challenging requirements, a gen-
eral-purpose and flexible OBS testbed was
designed. Detailed principles that we consid-
ered in the design are as follows:

(1) Compatibility and interoperability with IP
networks
Considering the popularity of IP networks,

a testbed ideally needs to be designed to per-
form asynchronous variable-sized burst
switching to match the natural characteristics
of IP traffic. Furthermore, an overlay-mode
needs to be adopted. This means the testbed
can provide OBS functions for IP networks
without any changes to them, promising good
compatibility and interoperability with exist-
ing IP networks and the benefits of network
evolution to the next-generation optical Inter-
net.

(2) Generality, modularity, and expandability
To provide an open evaluation environ-

ment, a testbed needs to be designed so that it
is general-purpose, which is achieved with a
transparent data plane and a reprogrammable
control plane. It can support various traffic,
protocols, and algorithms, e.g. flow/label/
wavelength switching for IP or other traffic,
just-enough-time (JET)［2］and just-in-time
(JIT)［15］protocols. An OBS node needs to be
divided into multiple functional modules.
Each of these, such as the switch matrix,
needs to be integrated into an individual cir-
cuit board. Higher performance devices, e.g.
faster optical switches, can be employed by
simply replacing the corresponding board. In
addition, a reconfigurable topology and suffi-
cient resources are also important factors in
enhancing the generality of the testbed.

Guided by the principles above, we imple-
mented a general-purpose OBS network
testbed［16］with flexible node architecture,
efficient JET signaling protocol, and novel
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scheduling mechanism. The testbed consists
of one core node and three edge nodes. The IP
network is connected to the OBS network
through edge nodes. At the ingress edge node,
multiple IP packets with the same egress edge
node address are assembled into one burst.
Then, the burst is routed and forwarded
through the OBS network. Finally, it is disas-
sembled back into IP packets at the egress
edge node. OBS nodes transmit and switch
bursts in the data plane, and exchange and
process control signals in the control plane.
Since the core node is a simplification of the
edge node, we will mainly discuss the edge
node hereafter.

3  “Transceiver + forwarding” node
architecture

In many previous works, edge nodes only
perform burst assembly/disassembly at the
boundary of OBS networks. To support vari-
ous network topologies and more intelligence,
however, we propose a flexible “transceiver +
forwarding” architecture for edge nodes to
forward cut-through bursts, as well as perform
burst assembly/disassembly with support for
CoS and wavelength selection. As depicted in
Fig. 1, an edge node consists of an optical
switching unit, a burst transceiver unit, and a
control unit. The optical switching unit per-
forms all-optical burst switching. It is com-
posed of couplers, mux/demuxes, an optical
switch matrix, power equalizers, and ampli-
fiers. The burst transceiver unit performs burst
assembly/disassembly. The control unit
processes control signals, configures the opti-
cal switch matrix, and controls the burst trans-
ceiver unit. 

An edge node supports two remote WDM
links and four local links as shown in Fig. 1.
For simplicity, we use the term remote link to
denote a WDM link between two OBS nodes,
which carries four DWDM burst channels
(wavelengths) and one shared control channel
(wavelength). Similarly, the term local link
denotes a link between an OBS node and its
client IP network, which carries only one

packet channel without employing WDM
technology. For remote links, the control sig-
nals are extracted from bursts by couplers and
processed in the control unit, while de-multi-
plexed bursts are sent to the switch matrix.
After equalization, multiplexing, and amplifi-
cation, bursts and control signals are multi-
plexed into links by couplers. For local links,
multiple Ethernet frames are first assembled
into bursts at the burst transmitter. Then the
optical bursts are sent to the switch matrix.
These two types of bursts, referred to as
remote and local, respectively, cut through the
switch matrix to their next hop nodes or local
burst receiver according to the routing infor-
mation contained in their control signals.
Upon receiving a burst through the local
switch matrix, the burst receiver disassembles
it into multiple packets, which are forwarded
to the legacy IP networks in a conventional
way.

3.1  Key issues in the optical switching
unit

The key point of designing the optical
switching unit is how to implement a high-
performance transparent optical path with
considerations of optical device limitations
and physical-layer constraints. This goal is
achieved by commercial high-performance
optical devices incorporating carefully
designed control circuits. Among them, opti-
cal switch and power imbalance are two cru-
cial concerns.

Fig.1 Node architecture.
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There are various optical switches applica-
ble nowadays［17］. However, considering
speed, scale, and reliability, commercial PLC
switches were adopted to construct the 16×16
non-blocking switch matrix. The switching
speed is less than 3 ms and the insertion loss is
less than 8 dB.

In OBS networks, power imbalance occurs
not only between different links and wave-
lengths but also within each wavelength
because the bursts within a wavelength maybe
come from different sources and go through
different nodes and paths. Such rapid power
fluctuations lead to instability and failure in
serious cases. To solve this problem, we
designed a dynamic channel-level power
equalization scheme. By using a magneto-
optical variable optical attenuator (VOA)
array and a carefully designed feedforward
control circuit, power equalization could be
completed within 3 ms, which includes the
response time of the VOA and feedforward
processing time.

3.2  Burst transceiver supporting CoS
and wavelength selection

Considering the importance of CoS and
the wavelength assignment issue in OBS net-
works, we focused our attention on how to
efficiently and flexibly support CoS and
wavelength selection in the design of the burst
transceiver unit. As shown in Fig. 2, a new
“3-level FIFOs + 2-level switch” burst trans-
mitter architecture is proposed and implement-
ed with an Altera high-end FPGA. The three-
level first-in first-out buffers (FIFOs) are used
for routing, burst assembly, and scheduling.
The first-level switch classifies burst queues
by destination and CoS, while the second-
level switch executes wavelength selection.
All the wavelengths can be shared for any
burst, which makes the edge node flexible in
supporting various wavelength assignment
algorithms, e.g. random and priority-based
assignment［18］. To simplify implementation, a
burst is designed to be a simple aggregation of
multiple Gigabit Ethernet frames with the
same egress node address, which could further

be classified by CoS. Asynchronous variable-
sized bursts are generated to match the natural
characteristics of IP traffic. Furthermore,
asynchrony simplifies implementation by
eliminating synchronization and burst align-
ment. More precisely, the burst transmitter
works as follows:
(1) Gigabit Ethernet frames are buffered in the

first-level FIFOs and then switched to the
second-level FIFOs according to their
egress node addresses and CoS attributes.

(2) Multiple frames buffered in the same sec-
ond-level FIFO are assembled into one
burst according to a time-size-based
assembly mechanism［3］. Precisely, a burst
is generated when either the assembly time
threshold or the burst size threshold is
reached.

(3) After channel scheduling, the output wave-
length channel and sending time are deter-
mined. The generated burst is buffered in
the third-level FIFOs and transmitted at the
scheduled time.

4  Contention resolution and burst
scheduling

Since burst transport is in the one-way
connectionless manner and optical RAM is
not yet available, contention resolution and
burst scheduling are more challenging in OBS
networks. Although fiber delay line and wave-
length conversion have been proposed as con-

Fig.2 Burst transmitter and control unit.
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tention resolutions, the immaturity of the tech-
nologies and the absence of a full configura-
tion for OBS networks have necessitated the
study of other approaches. A simple deflection
routing protocol［19］and a smart wavelength
assignment algorithm, called priority-based
wavelength assignment (PWA)［18］have been
proposed to efficiently decrease contentions
and reduce burst blocking probability. As
shown in Fig. 3, the deflection routing
approach provides a detour path for a contend-
ing burst. With PWA, each edge node main-
tains a dynamically updated wavelength prior-
ity database where every wavelength is priori-
tized for each destination by learning from its
utilization history. More specifically, when a
node receives an ACK, which indicates a suc-
cessful burst delivery, it increases the priority
of the corresponding wavelength. Otherwise,
on receiving a NACK, which indicates a burst
loss, it decreases the priority of the corre-
sponding wavelength. By prioritizing wave-
lengths, nodes tend to assign different wave-
lengths to bursts sharing the same links of the
network, therefore proactively avoiding colli-
sions as much as possible.

The two approaches above are efficiently
combined in a carefully designed burst sched-
uling algorithm in our OBS testbed. Using the
burst status information carried in control sig-
nal to indicate the deflection status and failure
reason for each burst, wavelength priority
could be properly updated while exploiting
deflection routing functionality. By compre-
hensively managing the wavelength priority

database, scheduling information tables, and
forwarding procedure, the burst blocking
probability is decreased and bandwidth utiliza-
tion is improved. Details on the burst schedul-
ing procedure are described below.

Scheduling information is saved in multi-
ple scheduling tables. For an edge node with
M output links and every link carrying N
channels, there are M×N scheduling tables
denoted CST(m , n), where 1≤m≤M and
1≤n≤N. Each CST(m, n) contains scheduling
information in a period of time, TT, including
the start and end times of each scheduled
burst. A scheduler manages CST(m, n) and
keeps track of the unscheduled time.

Figure 4 shows the burst scheduling proce-
dure. For a local burst, the procedure can be
divided into the following steps: 
(1) When a burst is generated, its output link L

is obtained. The scheduler looks up CST(L,
n) (1≤n≤N) and finds an available outgoing
channel, which is operated in order of
channel priority. If one such channel, C,
exists, go to Step 3; otherwise go to Step 2.

(2) The scheduler looks for an available out-
going channel in the near future within TT.
If it succeeds, go to Step 3; otherwise the
burst is discarded.

(3) Output channel C is assigned and schedul-
ing table CST(L, C) is updated.

(4) The burst is buffered and sent at the sched-
uled time.
For a remote burst, its output link L, and

channel C are obtained by interpreting its con-
trol signal. Thus, the scheduler looks up

Fig.3 Concepts of deflection routing and
PWA. Fig.4 Scheduling procedure.
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CST(L, C) and tries to find whether it is avail-
able. If successful, CST(L, C) is updated and
the burst is forwarded or received; otherwise
the burst is deflected or discarded.

This scheduling mechanism needs O(EN)
and O(MN) memories to record the channel
priority and scheduling information, respec-
tively, where E is the number of edge nodes. It
also takes O(logN) time to maintain a ranked
priority list, and O(N) time to search a suitable
wavelength. The required memory capacity is
sensitive to the scale of the network. However,
a large-capacity memory is no longer expen-
sive and is easily available. The time for main-
taining the priority list and searching the
wavelength only depends on the number of
wavelengths regardless of the number of
nodes.

5  Evaluation and discussion

We built an optical burst-switched network
testbed with self-developed OBS nodes; its
main specifications are listed in Table 1.

On this OBS network testbed, important
performance metrics, including end-to-end
delay, burst blocking probability and TCP
throughput, were evaluated and discussed.

Furthermore, online video services were also
demonstrated. Figure 5 outlines the experi-
mental configuration of the OBS network.
Three edge nodes were connected with 20 km
fibers to form a ring network, where bursts
were transferred in a clockwise direction. In
experiments of delay and blocking probability,
three clients were emulated with an Agilent
Router Tester.

5.1  End-to-end delay
We define end-to-end delay, D, as the

average time taken by IP packets from enter-
ing an OBS network to exiting it. More specif-
ically, it is composed of four parts:

Din: delay introduced at the ingress node; 
TO: offset time between a burst and its

control signal; 
Dt: propagation delay; 
De: delay introduced at the egress node. 

As a distinct feature of OBS, offset time is
an important factor of the end-to-end delay.
Therefore we discuss it first. Considering the
node architecture and characteristics of optical
devices aforementioned, we introduce a guard
time in one-way signaling procedure to com-
pensate for the response time of the optical
switch and power equalizer. In other words,
bandwidth reservation starts ahead of burst
arrival with the guard time. In our OBS test-
bed, the measured guard time was 10 ms. To
leave a margin for control signal processing
and to make the transmission more reliable,

Table 1 Specifications of the OBS testbed

Fig.5 Configuration of the experimental
network.
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the offset time TO was set to 13 ms in our
experiments.

Burst assembly has a great effect on the
end-to-end delay. Hence, we measured the
end-to-end delay between clients A and C as a
function of burst assembly time, which was
plotted in Fig. 6. Due to Dt =0.2 ms and De <
1 ms in this experiment, the delay introduced
by the ingress node was also approximately
plotted in the same figure. We noted that Din

was shorter than the burst assembly time. This
phenomenon is due to the fact that only the
first packet must wait for the duration time of
the whole assembly procedure for each burst,
while the other packets wait for a shorter time.
We also observed that the end-to-end delay is
mainly contributed from the ingress node and
guard time. The former mainly results from
burst assembly and scheduling while the latter
mainly results from the performance of the
optical switch matrix.

5.2  Burst blocking probability
Burst blocking probability is usually used

to evaluate the effectiveness of contention res-
olution. In this experiment, burst blocking
probability was measured in three cases: no
contention resolution, PWA only, and deflec-
tion only. Each client sent IP packets to anoth-
er two clients. Generated bursts were trans-
ferred in a clockwise direction. While in the
case of deflection routing, contending bursts
were deflected in a counterclockwise direc-
tion. Due to the short distance between nodes,
the second collision between two bursts
occurred at the destination node is not consid-
ered.

Experimental results are plotted in Fig. 7,
where the network traffic was measured in
terms of bursts generated by all nodes and was
expressed as an average number of bits per
second. By adopting PWA and deflection rout-
ing separately, the burst blocking probability
was reduced from that of no contention resolu-
tion, especially when the network traffic is not
high. We note that deflection routing had a
more remarkable effect than PWA. This is
because the deflection routes have lower traf-
fic load than the default routes. Therefore,
most deflected bursts can be delivered to their
destinations.

5.3  TCP throughput
It is important to study the performance of

TCP in OBS networks since TCP traffic is and
may remain to be the most popular traffic type
in the future Internet. TCP provides a reliable
transport layer over an unreliable network
layer mainly by using slow start, congestion
avoidance and retransmission mechanisms.
In OBS networks, these mechanisms will be
affected by burst assembly algorithm, burst
loss rate, and burst loss pattern as described
in［20］［21］. In brief, higher delay, loss rate and
retransmission introduced by OBS networks
will degrade TCP throughput. On the other
hand, the fact that one burst contains multiple
packets enables TCP to reach a larger sending
window, and accordingly increases TCP
throughput.

We experimentally studied the relationship
between TCP throughput and burst assembly

Fig.6 Delay vs. burst assembly time.

Fig.7 Burst blocking probability vs. net-
work traffic.
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time. Figure 8 shows the theoretical through-
put and available TCP throughput for a single
wavelength between client A and C. It indi-
cates the degradation of TCP performance
over an OBS network. Another observation is
the existence of an optimal assembly time.
This phenomenon can be explained as follows.
A shorter assembly time leads to more burst
loss within edge node due to the long guard
time, while a longer assembly time introduces
larger delay. Both of two cases decrease TCP
throughput compared with the case of optimal
assembly time.

5.4  Application demonstration
As shown in Fig. 9, online real-time trans-

mission of video stream data was demonstrat-
ed on the OBS testbed. In this demonstration
three clients were three personal computers
and node 2 was connected with the Internet.
Two real-time video stream services were suc-
cessfully demonstrated simultaneously. The
first was a TCP-based video on demand ser-

vice between A and B. The second was a
UDP-based live video chat service between A
and C using Windows Messenger through the
Internet. Dynamical switching of these two
video streams could be monitored at node-2.
Interoperability with IP networks and the pos-
sibility of providing TCP/UDP-based latency-
sensitive video services over the OBS testbed
were verified.

5.5  Discussion
Experimental results above reveal that the

burst assembly, optical switching, and con-
tention resolution are key determinants of
OBS network performance. End-to-end delay
increases slowly with the number of interme-
diate nodes because of one-way signaling and
cut-through burst switching. This greatly ben-
efits scalability. In addition, faster optical
switches and optimized burst processing pro-
cedures are expected to effectively shorten the
delay. These two approaches can also improve
bandwidth efficiency, another significant per-
formance metric. Bandwidth efficiency is
defined as the ratio of burst size (in time
domain) to the sum of burst size and guard
time. In the current implementation, burst size,
which is limited by the memory capacity
available within the FPGA, is small compared
with the long guard time. This leads to low
bandwidth efficiency. However, by employing
a specific high capacity memory and adopting
high speed switches, bandwidth efficiency can
be dramatically improved. Due to the modular
design of OBS nodes, the discussed improve-
ments in performance can be implemented by
replacing the burst transceiver and switch
boards. Furthermore, to achieve lower block-
ing probability, sparse wavelength converters,
optical buffers and other new ideas should be
considered.

6  Conclusion

In this report, the design, implementation,
and experiments of a general-purpose OBS
testbed were presented. This testbed supports
various types of traffic and protocols, and

Fig.8 Throughput vs. burst assembly time.

Fig.9 Application demonstration on the
OBS testbed.
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enables simple system update with advanced
devices. In addition, important design parame-
ters (e.g., assembly time threshold) can easily
be adjusted for various experimental studies.
On this testbed, performances were evaluated
and discussed, and online video services were
demonstrated. To the best of our knowledge,
this is the first implementation and demonstra-
tion of a network-wide testbed with compre-
hensive OBS functions. By improving its per-
formance further, we can expect to provide a
viable solution to the future optical Internet.

* Part of this paper has been published in
IEEE Commun. Mag., Vol.43, No.11,
Nov. 2005.
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