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A numerical model of a supervised feedforward Neural Network (NN) has been implemented. The purpose is to study the capabilities of a NN based retrieval algorithm to inverse the measurements performed by the future JEM/SMILES limb sounder. The model has been designed for research purpose with a special care given to its flexibility and extension facility, but keeping in mind that the computational performances must allow the use of a network with the size of those commonly used for satellite data inversion. The code is written in the Python language. The procedure to create and use a NN is presented and the algorithms of the training procedure are described in detail. The MLP is trained using either the Levenberg-Marquardt or the steepest descent method to find the optimal value of the model parameters according to some examples of the inputs and outputs. The model also provides a set of functions to scale the data or to use their principal components. In order to prevent the MLP to overfit the training data, several solutions are available. A regularization term can be added to the cost function with the possibility to optimize the hyperparameters using a Bayesian method. Also, an early stopping procedure can be set using a cross-validation data set. The correctness of the algorithms implementation is demonstrated with simulations and the results are discussed.
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1 Motivation

The super-conductive Sub-Millimeter Limb Emission Sounder (SMILES) is a high sensitive radiometer planned to be launched in 2009 in order to study the chemistry of the mid-atmosphere (from ~10 km to 80 km)\cite{1}. It will operate from the Japanese Experiment Module (JEM) aboard the International Space Station to measure trace gases on a global scale. A data processing chain, based on the Optimal Estimation Method (OEM)\cite{2}, is under development by the Japanese Aerospace Exploration Agency (JAXA). The procedure uses a time consuming iterative procedure in order to inverse the measurements using a non linear forward model with respect to the retrieved parameters\cite{3}.

An analysis is currently been performed in NICT to study the capability of a Neural Network (NN) based retrieval algorithm to process the JEM/SMILES data. For this purpose a supervised feed-forward NN, i.e., a special family of a NN\cite{4}, has been developed. A feed-forward network is made of successive layers of neurons and process the information from the first layer to the last one without feedback. This paper will mainly deal with a MultiLayer Perceptron (MLP)\cite{5}, a special case of feedforward network that is com-
monly used for retrieval applications. The term supervised means that the model parameters are optimized during a learning (or training) procedure with respect to a set of examples of the inputs and outputs.

A NN offers an alternative approach to solve a non-linear retrieval problem. The NN output calculation is fast and only requires small memory storage. The computation time cost is paid during the training phase that is performed prior and independently to the data processing phase. The training data can be produced using the forward model and does not required real measurements. Furthermore the weighting functions with respect to the retrieved parameters are not needed.

Theoretical studies for various satellite observations techniques have shown that a MLP based algorithm provides similar performances (e.g., precision, accuracy and vertical resolution) as the traditional statistical methods\[5\]-\[9]. Moreover some implementations have already been successfully applied to real measurements\[7\]-\[10\]-\[14\]. Among these references, a special attention is paid to the inversion of the measurements performed by the Sub-Millimeter Radiometer (SMR) aboard the Odin satellite\[15\]. The JEM/SMILES measurements will be similar to the Odin/SMR ones and the retrieval procedure must deal with equivalent problems.

This paper focus on the model itself and the application to JEM/SMILES data processing is beyond its scope. It is worthwhile to note that the model application is not only limited to the JEM/SMILES retrieval analysis but can also be used to solve any non-linear regression problems or more generally to solve function approximation and classification problems\[16\].

Section 2 presents the general features of the model and how to create and use it. The model implementation is also discussed. Section 3 details the algorithms of the learning procedure and section 4 gives the different ways in the model to avoid the common overfitting problem when the network is trained. Finally the validity of the algorithms imple-mentation is demonstrated using simulations in Section 5.

1 A MLP is made of at least one hidden-layer. The hidden neurons perform a derivable non-linear function of their inputs and the output neurons perform a linear operation. Its has been demonstrated that a MLP can approximate any regular function with a given precision

2 General features

The trained MLP can approximate the unknown inverse function of the JEM/SMILES retrieval problem:

\[
y_n \approx \text{MLP} (x_m, w_p)
\]

where \( y_n \) is a \( n \)-dimension vector that represents the unknown atmospheric states as well as unknown instrumental parameters, \( x_m \) is a \( m \)-dimensional vector that represents the noisy measurements, and \( w_p \) is \( p \)-dimension vector of the MLP parameters\[2\].

A MLP works as an interpolator of any regular function defined on a sampled grid of \( q \) elements, i.e., the learning data set \( \{x_m, y_n\}_q \). This analogy makes obvious the limitations of the model: i) a wrong result outside the \( m \)-dimension space covered by the training set, ii) poor performance possible for sparse training data, iii) sensitivity to the noise/error on the training data.

For the JEM/SMILES retrieval analysis, the forward model will be used to produce the training data set including the knowledge of the statistic of both the instrumental errors and the atmospheric variability. It should be noticed it is also be possible to use real measurements instead\[12\].

As shown in Figure 1, the MLP is composed of neurons organized in successive layers. The first and the last layers are called the input and output layers, respectively. They both enclose the hidden layers. The neurons of the input layer does not perform any operation but just present the inputs to the neurons of the first hidden layer. The neurons of the other layers perform an operation of the form:
where $a[i]$ and $a[j]$ are the activation levels of the neurons $i$ and $j$, the index $i$ runs over all the neurons located in the layer just before the layer containing the neuron $j$, $w_{ij}$ is the weight of the connection between the neurons $i$ and $j$ and $\theta[j]$ is the bias. The weights $w$ and the biases $\theta$ are the free parameters of the model.

The activation of the neurons of the last layer are the MLP outputs.

By default $f(x) = \tanh$ for the hidden neurons (i.e., neurons in the hidden layers) and $f$ is the identity function for the output neurons. The user can defined its own activation function with the constraint that it is assigned to all the neurons in a same layer.

In this paper, the size of the network will be defined by the number of hidden layers plus the output layer. The number of neurons will be indicated using the notation, $N_l \times N_1 \times N_2 \ldots \times N_0$, where $N_l$ is the number of neurons in the input layer, $N_1$ and $N_2$ the number of neurons in the first and second hidden layers, and $N_0$ the number of neurons in the output layer. As example, Fig. 1 shows a 2 layers network with $1 \times 2 \times 2$ neurons. It should be noted that the biases are represented as virtual neurons with a constant activation value but are not taken into account when indicating the neurons.

In this paper the underscripts indicate the dimension of the vector/matrix and the superscripts $T$ and $^{-1}$ indicate the matrix transpose and inverse operators, respectively.

2.1 Data normalization and compression

The quality and the robustness of the learning procedure can be improved when the learning algorithm is applied to scaled and compressed data. The model provides the possibility to perform these transformations. When these options are switch on, they are hidden for the users and the model inputs and outputs remain the same.

The scaled input data $\tilde{x}_m$ are calculated as:

$$\tilde{x}_m = \frac{x_m - \text{mean}(\tilde{x})_m}{3 \times \text{std}(\tilde{x})_m}$$

where $\tilde{x}$ is a representative sample of the inputs $x_m$.

The data compression is based on a Principal Component Analysis (PCA). The compressed input $\kappa_a$ is the representation of $\tilde{x}_m$ on the basis composed by the first $a$ eigenfunctions of the covariance matrix of a representative sample $\tilde{x}$:

$$\kappa_a = U_a m \tilde{x}_a.$$ (4)

The rows of the matrix $U_{a,m}$ are the $a$ first orthonormal eigenfunctions sorted by decreasing eigenvalues (i.e., the variance of the components).

The compression level (i.e., the ratio $a/m$) is controlled by the error on the reconstructed input $x^r_a$ when the inverse transformation is realized:

$$x^r_m = (U^T)_{m,a} \kappa_a.$$ (5)
The user defines the threshold under which the sum of the squared error \( \sum_{i=1}^{m}(x^*[i] - x[i])^2 \) should lie.

The method is based on the assumption that the principal components with low variances (small eigenvalue) carry poor informations and can be neglected. It means that the information about parameters with low variability signature in the measurement might be rejected by the compression procedure. The low signature in the measurement can be due to the low variability of the atmospheric parameters in the training set or to the low sensitivity of the measurement.

It should be noted that although we only described the normalization and PC transformations on the inputs, the same operations can also be applied to the outputs \( y_n \).

### 2.2 Implementation description

The model has been designed for research purpose with emphasis on its flexibility and extension facility. However, the model must be able to handle MLP with the size of the ones commonly used for satellite measurements inversion. As example, a \( 30 \times 10 \times 1 \) MLP and a training set of 4000 examples is used to invert the Odin/SMR measurements\[^{[11]}\] and retrieve one atmospheric parameter per network. In the analysis in the reference\[^{[18]}\] the temperature profile is retrieved from the simulated Infrared Atmospheric Sounding Interferometer (IASI) measurements using a \( 671 \times 50 \times 30 \) MLP and a training set of 2700 examples. In the Odin/SMR, the learning procedure has to infer the optimal values for 321 parameters from 4000 equations; but in the case of IASI, the system increases to 35130 parameters and 81000 equations.

Given these constraints, the code has been implemented in the interpreted object-oriented Python programming language (http://www.python.org/). The code itself is composed of 3 files and uses the external library NumPy (http://www.scipy.org/) to provide the general mathematical functions as well as the capability to manipulate arrays and so, limit the use of the slow loops that are one drawback of the interpreted language. Let’s note that both numpy and the 2-D plotting library matplotlib (http://matplotlib.sourceforge.net/) transforms Python in a practical and complete environment for this analysis. The model has been tested on both Linux and Windows operating systems. So far, the CPU time required to train the Odin/SMR network on a normal PC is few minutes and several days to train the IASI one. We can consider that the later case is the limitation of the model. However, the code implementation will still be improved in the future and meanwhile, the performance is good enough to perform JEM/SMILES retrieval.

The MLP is a Python object instance. It provides a set of methods (i.e., functions) to modify and access its attributes (i.e., properties) such as the topology, the weights or the activation level of each neuron. The different operations to set up and run the model can be written in a Python script and executed as a normal program. They can also be directly executed from the Python shell. In this case, the MLP execution is performed in an interactive way and the MLP properties can be analyzed after each operation.

As example, Table 1 shows some commands in order to approximate a function \( Y_2 = f(X_4) \) with a \( 4 \times 3 \times 2 \) MLP. It should be noted that list of the methods that are presented is not exhaustive.

In this example, first the MLP module is loaded as the python module import (step 1). The \( 4 \times 3 \times 2 \) MLP with biases is created as an

<table>
<thead>
<tr>
<th>Table 1</th>
<th>An example of commands</th>
</tr>
</thead>
<tbody>
<tr>
<td>The sequence of the operations to approximate a function ( Y_2 = f(X_4) ) using a ( 4 \times 3 \times 2 ) MLP and training data set ( {X_{t4}, Y_{t2}} ) of ( q ) examples. The meaning of the steps is described in the text.</td>
<td></td>
</tr>
<tr>
<td>1&gt; import mmlp</td>
<td></td>
</tr>
<tr>
<td>2&gt; m = mmlp.Mlp([4,3,2], bias=1, act_hidden='tanh', act_last='linear')</td>
<td></td>
</tr>
<tr>
<td>3&gt; m.setPcx(Xt, 1.0-6)</td>
<td></td>
</tr>
<tr>
<td>4&gt; m.setScale(Yt)</td>
<td></td>
</tr>
<tr>
<td>5&gt; m.initweights()</td>
<td></td>
</tr>
<tr>
<td>6&gt; m.fitweights(Xt,Yt)</td>
<td></td>
</tr>
<tr>
<td>7&gt; m.run(X)</td>
<td></td>
</tr>
<tr>
<td>8&gt; Y = m.getY()</td>
<td></td>
</tr>
</tbody>
</table>
object named m (step 2). It is set with the tanh and linear activation functions for the hidden neurons and the output neurons, respectively. The input data are transformed to the PC of the sample $X_{t_4}$ of q examples (step 3), and the output data are scaled with respect to the sample $Y_{t_2}$ (step 4). The threshold controlling the compression level of the output data is set to $10^{-6}$. The weights are randomly initialized (step 5) and computed according to the training data set \{ $X_{t_4}$, $Y_{t_2}$ \} of q inputs $x_m$ and expected values $z_n$. The solution minimizes the cost function $e^2$ defined as:

$$e^2 = \frac{\beta}{2} [\hat{z}_o - \hat{y}_o(x_m) + w_p)^T [\hat{z}_o - \hat{y}_o(x_m) + w_p] + \frac{\alpha}{2} w_p^T w_p$$

$$= \beta E^2_o + \alpha E^2_w$$

where $o = n \times q$, $\hat{z}_o$ is the vector built with the set of expected values \{ $z_n$ \} of q inputs $x_m$ and $\hat{y}_o$ is the outputs when all the training inputs \{ $x_m$ \} are presented to the model. The term $E^2_w$ is included in order to stabilize the solution and to favour low values of $w$.

The minimum of the cost function is located using the Steepest (or gradient) Descent (SD)\cite{4} or the Levenberg-Marquardt (LM)\cite{2}\cite{19} methods. Both methods are iterative algorithms that correct the weights after each iteration as:

$$dw_p = -\eta \left( \frac{\partial e^2}{\partial w_p} \right)_p.$$  \hspace{1cm} (7)

The derivative of the cost function is given by:

$$\left( \frac{\partial e^2}{\partial w_p} \right)_p = -\beta J^T_{o,p} [\hat{z}_o - \hat{y}_o(x_m) + w_p] + \alpha w_p$$ \hspace{1cm} (8)

where $J_{o,p} = \frac{\partial \hat{y}_o}{\partial w_p}$ is calculated using the standard retropropagation algorithm\cite{4} and the parameter $\eta$ is:

$$\eta = \begin{cases} \{ \beta (J^T J)_{p,p} + (\mu + \alpha) I_{p,p} \}^{-1}, & \text{in case of SD} \\ \{ \beta (J^T J)_{p,p} + (\mu + \alpha) I_{p,p} \}^{-1}, & \text{in case of LM} \end{cases}$$

where $I_{p,p}$ is the $p \times p$ identity matrix, and $\mu$ is the inverse of the step size parameter for the SD method and the Marquardt parameter for the LM method. The parameter $\eta$ for LM is derived from the Gauss approximation of Hessian matrix of the cost function:

$$\frac{\partial^2 e^2}{\partial w_p^2} \approx [\beta (J^T J)_{p,p} + \alpha I_{p,p}].$$ \hspace{1cm} (9)

The initial value of $\mu$ is set by the user (the default value is 10) and it is updated after each iteration in order to ensure the convergence toward the cost function minimum. The Marquardt strategy for updating $\mu$ is used for both the SD and LM methods. If the cost function (Eq 6) increases after updating $w_p$, the parameter $\mu$ is multiplied by an user defined value (the default value is 10) and a new estimation of the weights is performed (Eq 7). If the cost function decreases, $\mu$ is divided by an other user defined value, the Jacobian and the Hessian matrices are calculated and $w_p$ is updated. Such process is repeated until the convergence is reached. In case of LM, once the convergence is reached an additional loop can be performed with $\mu$ set to 0.

The convergence is reached when the change of the cost function between two consecutive iterations $i$ and $i + 1$ is small. The convergence criterion is defined as $|e^2 (i + 1) - e^2 (i)| < (\text{thr} \times e^2 (i))$. The threshold thr is defined by the user (the default value is $10^{-3}$). We present in section 4 some additional mechanisms that have been implemented to stop the iterative process before the convergence is reached.

At the beginning of the iterative process, the biases are set to 0 and the connection weights are randomly set with value between $-1$ and 1. When the input data are normalized, it is also possible to use the method proposed by\cite{20} to initialize the weights and the biases between the input and the first hidden layers.
The LM method is stable and is faster to converge to the solution than the SD method. However SD does not require the calculation and the inversion of the Hessian matrix (Eq 9) and, so, it is better suited to train a network with a large number of parameters such as the IASI one presented in Section 2.2.

The matrix \( J_{o,p} \) (Eq 8) has a large size but it is not stored in memory since only the Hessian matrix (Eq 9) and the Jacobian of the cost function (Eq 8) are used. In the model the training set is decomposed into \( n \) subsets of \( q \) elements, where each subset corresponds to one neuron output. The Hessian and the Jacobian matrices are calculated using the equations:

\[
(J^T J)_{p,p} = \sum_{i=1,m} (J_i^T)_{p,q} (J_i)_{q,p}
\]

and

\[
\left( \frac{\partial^2 \mathcal{E}}{\partial w_p^2} \right)_p = -\beta \sum_{i=1,n} (J_i^T)_{p,q} \hat{e}_q^i + \alpha w_p
\]

where \( J_{i,p} \) and \( \hat{e}_q^i \) are the Jacobian matrix and the error on the activation of the \( i \)th network output estimated on the \( q \) training data.

### 3.2 Bayesian regularization

A probabilistic approach of the regularized regression problem leads to interpret the hyperparameters \( \alpha \) and \( \beta \) (Eq 6) as the inverse of the variances of the MLP parameters \( w_p \) before the training process, and the error \( \hat{E}_y = [\hat{z} - \hat{y} (\{x_m\}_q, \hat{w}_p)] \), respectively. The parameter \( \hat{w}_p \) is the most probable value of \( w_p \). The notation \( \hat{\cdot} \) will be used hereafter to define a parameter estimated with \( \hat{w}_p \).

An optimal value of the hyperparameters is estimated applying the Bayesian rules\cite{21}[\cite{22}]:

\[
\alpha = \frac{\gamma}{2E^2_w}
\]

\[
\beta = \frac{\sigma - \gamma}{2E^2_y}
\]

where \( \hat{H}_{p,p} \) is the Hessian matrix of the cost function (Eq 9), and

\[
\gamma = p - \alpha \text{trace}(\hat{H}^{-1})
\]

\[
= \sum_{k=1}^p \frac{\lambda_k}{\lambda_k + \alpha}
\]

is the effective number of parameters that can be calculated from the eigenvalues \( \lambda_k \) of \( (J^T J)_{p,p} \).

When the LM method is used, an algorithm has been proposed to update the hyperparameters after each successful iteration using the values of \( w_p \) and \( H_{p,p} \) available at the current stage of the iterative cycle\cite{23}. If the SD method is selected, the Hessian matrix has to be calculated. However, this algorithm may leads in some cases to too high value of \( (R) \) and overconstrains the solution. Therefore, two alternative implementations, claimed to be more robust, have been preferred in the model.

The first one\cite{24} estimates the parameters from the iterative process:

\[
\gamma(i + 1) = \sum_{k=1}^p \frac{\lambda_k}{\lambda_k + \alpha(i)}
\]

\[
\alpha(i + 1) = \frac{\gamma(i + 1)}{2E^2_w}
\]

where \( i \) is the iteration index. The number of loops \( i_{\text{max}} \) is defined by the user and the default number is set to 1 that is the solution proposed in\cite{23}. The parameter \( \beta \) is derived from Equation 10 using the last estimation \( \gamma \) (\( i_{\text{max}} \)).

The second implementation\cite{25} approximates \( \alpha \) as:

\[
\alpha \approx \alpha(0) \frac{p}{p + \gamma(0)}
\]

and both \( \gamma \) and \( \beta \) are computed using the new \( \alpha \).

The initial values of 0, 1 and \( p \) are used for \( \alpha \), \( \beta \) and \( \gamma \), respectively. As described in\cite{25}, the hyperparameters are updated only after a given number of iterations defined by the user (the default number is 3).

After updating the hyperparameters, the definition of the cost function changes and it must be estimated again before to proceed further in the Marquardt loops cycle. The value of the new cost function becomes equal to the
value of $\gamma$ (See Eq 6 and 10).

The effective number of parameters $\gamma$ is the degrees of freedom of the network. It is always inferior to the number of parameters $w_p$. Hence its optimal value provides an objective criterion to estimate the optimal size of the network. For a network with too few neurons, $\gamma$ is close to the number of parameters $w_p$. When the size of the network increases, the value of $\gamma$ increases up to the optimal degrees of freedom. The best size for the network is the one for which the number of parameters $w_p$ is slightly superior to the maximum value of $\gamma$.

The complete teaching procedure is summarized in the Table 2.

### Table 2: Summary of the main steps in the learning algorithm

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>*scale the input/output data (Eq 3)</td>
</tr>
<tr>
<td>2</td>
<td>*convert the input/output to PC (Eq 4)</td>
</tr>
<tr>
<td>3a</td>
<td>compute the cost function $\epsilon^2$ (Eq 6)</td>
</tr>
<tr>
<td>3b</td>
<td>calculate the Jacobian of $\epsilon^2$ (Eq 8)</td>
</tr>
<tr>
<td>3c</td>
<td>calculate the Hessian matrix (Eq 6)</td>
</tr>
<tr>
<td>4</td>
<td>update the weights and biases $w_p$ (Eq 9)</td>
</tr>
<tr>
<td>5</td>
<td>in case of LM:</td>
</tr>
<tr>
<td>5a</td>
<td>if $\mu \neq 0$ and the convergence is reached, set $\mu_{prev} = \mu$ set $\mu = 0$ and return to step 3b.</td>
</tr>
<tr>
<td>5b</td>
<td>if $\mu = 0$ and the convergence is reached, stop the process</td>
</tr>
<tr>
<td>5c</td>
<td>if $\mu = 0$ and $\epsilon^2$ increases, set $\mu = \mu_{prev}$ and return to step 3a.</td>
</tr>
<tr>
<td>6</td>
<td>in case of SD:</td>
</tr>
<tr>
<td>6a</td>
<td>if the convergence is reached, stop the process</td>
</tr>
<tr>
<td>7</td>
<td>if $\epsilon^2$ decreases, increase $\mu$ set $w_p$ to the previous value and return to step 4.</td>
</tr>
<tr>
<td>8a</td>
<td>in case of Bayesian regularization, if $\epsilon^2$ increases, update the hyperparameters (Eq 10) and $\epsilon^2$</td>
</tr>
<tr>
<td>8b</td>
<td>if $\epsilon^2$ decreases, decrease $\mu$ and return to step 3b</td>
</tr>
</tbody>
</table>

The convergence is reached if one of the following tests is true:

1. small change of the cost function: 
   \[ |\epsilon^2(i+1) - \epsilon^2(i)| < (\text{thr} \times \epsilon^2(i)) \]
2. number of iterations superior to a threshold, 
3. early stopping criterion fulfilled (see section 4.2)

### 4 Overfitting issue

Overfitting is a common problem when teaching a MLP with noisy data. The noise patterns on the training data are perfectly represented but the MLP has poor performance when the new input data are presented. Several methods have been implemented in the model to deal with this problem and to force the MLP to provide a smooth representation of the training data.

#### 4.1 Structural stabilization and regularization

The complexity of the MLP, i.e. its ability to represent a function with complex patterns, is controlled by the number of parameters $w_p$ and their amplitudes. The complexity of the model depend on its degrees of freedom that can not be superior to the number of parameters. Using a regularized cost function (Eq 6) or acting on the number of parameters are two similar ways to control the degrees of freedom of the model. It should be noted that a model with too low degrees of freedom will not correctly approximate the function.

To solve a retrieval problem it is enough to use a 2 layers networks[14][18]. As already discussed in Section 3.2, the Bayesian learning procedure provides the optimal value of the degrees of freedom, $\gamma$ (the effective number of parameters), and, hence, provides a way to estimate the best number of hidden neurons.

#### 4.2 Early stopping

The iterative process of the learning algorithm can be stopped before it reaches the convergence. The early stopping procedure prevents to get the parameters $w_p$ with too large values. The user can stop the learning procedure by defining the maximum number of iterations. Another way is to use a cross-validation data set that indicates when the generalization capability of the model starts to degrade. The process is stopped when the cross-validation cost function does not decrease for a given number of iterations that is defined by the user.
5 Verification of the algorithms

5.1 Neurons activation and output

Jacobian matrix

The algorithms implementation for the calculation of the neurons activation and the output Jacobian have been verified using a reference MLP with known parameters. The reference MLP is a simple $1 \times 2 \times 2$ network as the one presented in Fig. 1. The values of the parameters $w_p$ are given in Table 4. The activation functions are the tanh and the identity functions for the hidden and the output neurons, respectively. Figure 2 shows the 2 network outputs between $-50$ and 50.


The model outputs and the analytical functions have been calculated on a regular grid of 10 points between $-50$ to 50. The activation of all the neurons has been checked as well as the elements of the output Jacobian matrix. The comparison reveals that the differences between both calculations are negligible with an amplitude at the level of the numerical noise ($\sim 10^{-16}$). The Table 5 shows an example of the results for the activation of the neurons 3,4,6 and 7 and the Jacobian matrix of the output 1. For each parameter, it is also indicated the minimum and the maximum values, as well as the maximum of the error.

5.2 Cost function minimization

The reference MLP defined in the previous section is used to check the implementa-

---

**Table 3**


| $a[3]$ | $\tanh (w[1] \times a[1] + w[2])$ |

| $J[1, 1]$ | $\frac{\partial a[1]}{\partial w[1]} = a[1] \times w[5] \times (1 - a^2[3])$ |
| $J[1, 5]$ | $\frac{\partial a[1]}{\partial w[5]} = a[3]$ |
| $J[1, 7]$ | $\frac{\partial a[1]}{\partial w[7]} = 1$ |
| $J[1, 9]$ | $\frac{\partial a[1]}{\partial w[9]} = 0$ |

---

**Table 4**

Values of the reference MLP parameters $w_p$ together with 2 other combinations that produce identical model outputs

<table>
<thead>
<tr>
<th>index</th>
<th>$w_p$</th>
<th>other solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.05</td>
<td>-0.05 0.10</td>
</tr>
<tr>
<td>2</td>
<td>0.10</td>
<td>-0.10 -0.50</td>
</tr>
<tr>
<td>3</td>
<td>-0.10</td>
<td>-0.10 0.05</td>
</tr>
<tr>
<td>4</td>
<td>0.50</td>
<td>0.50 0.10</td>
</tr>
<tr>
<td>5</td>
<td>1.90</td>
<td>-1.90 -2.00</td>
</tr>
<tr>
<td>6</td>
<td>2.00</td>
<td>2.00 1.90</td>
</tr>
<tr>
<td>7</td>
<td>2.50</td>
<td>2.50 2.50</td>
</tr>
<tr>
<td>8</td>
<td>-10.00</td>
<td>10.00 7.00</td>
</tr>
<tr>
<td>9</td>
<td>-7.00</td>
<td>-7.00 -10.00</td>
</tr>
<tr>
<td>10</td>
<td>3.00</td>
<td>3.00 3.00</td>
</tr>
</tbody>
</table>

---

**Fig. 2**

First and second outputs of the reference MLP.

The red-circle data are used to verify the algorithms.
tions of the LM and SD methods in the calculation of the model parameters $w_p$. A new MLP with the same size and activation functions is trained to reproduce the reference model. The training data is made of 10 outputs of the reference MLP calculated with inputs regularly spaced between $-50, 50$ (see Fig. 2). Three learning setting have been defined: 1) the LM method is used, 2) the LM regression method is used with scaled training data and, 3) the SD regression method is used with scaled data. Table 6 summarized the setting and the results. No regularization term is used in the cost function ($\beta=1$ and $\alpha=0$). The iterative process is stopped when the change of the cost function between 2 consecutive iterations is small, the value depend on the setting (see Table 6). The total number of iterations is limited to 40000. Each setting is repeated 100 times, the initial values of $w_p$ are changed in each run using the Nguyen algorithm (see Section 3.1).

It is worthwhile to note that some permutations of the neurons and changes in the sign of $w_p$ let the model outputs unchanged (see Table 4). Therefore a direct comparison of the retrieved parameters with those of the reference model is not well appropriated. The quality of the learning procedure is estimated by the sum of the squared error on the trained outputs deduced from a test data set. The test data are calculated using 100 inputs regularly spaced from $-50$ to $50$.

The top panel of the Fig. 3 shows errors on the trained MLP with the first learning setting. The errors are shown with respect to the run indexes and the inputs of the test set. Among the 100 runs, 88 produced a model with a negligible error of less than $10^{-15}$. We can note that the other 12 runs have produced a wrong MLP with a large error that above 0.5 for all inputs. Such wrong model are clearly detected and can not be misinterpreted.

The bottom panel of the Fig. 3 shows the variations of the cost function (calculating on the training data set) and the Marquardt parameters with respect to the iteration index for 5 typical runs. For 4 runs, the convergence is not reached.

### Table 5
Comparison of the model with the analytical calculation for 10 inputs regularly spaced between $-50$ to $50$.

<table>
<thead>
<tr>
<th>Neuron output</th>
<th>value range</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a[3]$</td>
<td>-0.98, 0.98</td>
<td>1.1e-16</td>
</tr>
<tr>
<td>$a[4]$</td>
<td>-1.00, 1.00</td>
<td>1.0e-16</td>
</tr>
<tr>
<td>$a[6]$</td>
<td>2.20, 3.74</td>
<td>4.4e-16</td>
</tr>
<tr>
<td>$a[7]$</td>
<td>-1.25, 5.83</td>
<td>1.7e-15</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Jacobian for $o[1]$</th>
<th>value range</th>
<th>error</th>
</tr>
</thead>
<tbody>
<tr>
<td>$J[1, 1]$</td>
<td>-19.29, 14.9</td>
<td>1.5e-14</td>
</tr>
<tr>
<td>$J[1, 2]$</td>
<td>0.04, 1.89</td>
<td>4.4e-16</td>
</tr>
<tr>
<td>$J[1, 3]$</td>
<td>-4.30, 15.72</td>
<td>9.7e-15</td>
</tr>
<tr>
<td>$J[1, 4]$</td>
<td>0.00, 1.99</td>
<td>4.4e-16</td>
</tr>
<tr>
<td>$J[1, 5]$</td>
<td>-0.98, 0.98</td>
<td>1.1e-16</td>
</tr>
<tr>
<td>$J[1, 6]$</td>
<td>-1.00, 1.00</td>
<td>1.1e-16</td>
</tr>
<tr>
<td>$J[1, 7]$</td>
<td>1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>$J[1, 8 : 10]$</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

### Table 6
Definition and results summarized for the three settings.

<table>
<thead>
<tr>
<th>Setting</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>regression method</td>
<td>LM</td>
<td>LM</td>
<td>SD</td>
</tr>
<tr>
<td>X and Y Scaling</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>number of runs</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>convergence threshold</td>
<td>1.e-7</td>
<td>1.e-7</td>
<td>1.e-8</td>
</tr>
<tr>
<td>$\mu$ initial</td>
<td>100</td>
<td>10</td>
<td>50</td>
</tr>
<tr>
<td>$\mu$ increase rate</td>
<td>10</td>
<td>10</td>
<td>150</td>
</tr>
<tr>
<td>$\mu$ decrease rate</td>
<td>10</td>
<td>10</td>
<td>300</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Results</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>cost function</td>
<td>4.0e-29</td>
</tr>
<tr>
<td>number of incorrect runs</td>
<td>12</td>
</tr>
<tr>
<td>number of iterations</td>
<td>25</td>
</tr>
<tr>
<td>successful iteration ratio</td>
<td>0.36</td>
</tr>
</tbody>
</table>
reached with a low value of the cost function of about $10^{-27}$ and with 30 to 60 iterations. The 5th case is one of the 12 wrong trained MLP, it is trapped in a secondary minimum with a cost function above $10^{-2}$.

The Fig. 4 shows the results for the second learning setting. The fact to scale the data improved the results since all the trained MLP have reproduced perfectly the reference model with a error less $10^{-14}$. The convergence is always reached with less than 35 iterations. The mean number of successful iterations is 13.

The results obtained from the two first settings demonstrate the validity of the Levenberg-Marquardt algorithm implementation.

The results for the last learning setting are shown in Fig. 5. The training is done using the SD method on scaled data. The convergence is very slow and, for 99 runs, the training has been stopped before the convergence is reached. The mean number of successful iterations is about 18000. For the run represented by the horizontal dark red line around the simulation index number 10, the learning procedure has incorrectly interpreted the small change of the cost function as a convergence and stopped the process too early. However the convergence is stable since all the trained MLP has reproduced the error patterns with an error inferior to $10^{-2}$. We can conclude that the steepest descent algorithm is correctly implemented but the convergence speed has to be increased by improving the update of the step size parameter ($\mu^{-1}$) after each iteration.
5.3 Bayesian regularization verification

The approximation of the triangular waveform function presented in the reference where the Bayesian regularization algorithm is proposed, is repeated in this section.

The triangular wave function is made of 3 linear pieces between 0 and 1 (Fig. 6). The training set is made of 100 regularly spaced data with a noise of a variance of 0.01 applied on the outputs. We have trained several \( N_h \) networks with \( N_h \) set to 2, 3, 4, 5, 6, 8, 10 and 14. For each network, the initial value for \( \alpha \) and \( \beta \) are \( 10^{-6} \) and 1, respectively. Their values are updated after each successful iteration as described in Equation 10. The initial value of the Marquardt parameter \( \mu \) is set to 1; it is multiplied by 2 or divided by 10 according to the convergence status.

The top panel of the Fig. 6 shows the approximation of the function by a \( 1 \times 6 \times 1 \) network trained without regularization term in the cost function. The overfitting effect can be seen between \(-0.4\) and \(-0.2\). The bottom panel shows the same approximation but using a regularized cost function and the Bayesian algorithm. The overfitting effects have been removed and the approximated function fits the original free-noisy function.

The results for the 8 trained networks are summarized in Table 7. The performance of the networks is estimated by the sum of the squared error \( Ea \) evaluated on the noisy-free training data set. The error \( Ea \) decreases down to 0.16 when the MLP size increases. For networks with more than 4 hidden neurons the error \( Ea \) becomes slightly constant. The
The effective number of parameter increases up to 10.3 when the number of hidden neurons increase and also becomes slightly constant for networks with more than 4 hidden neurons. The maximum value of $\gamma$ corresponds to a number of hidden neurons of 3 indicating that a model with 4 hidden neurons (13 parameters) is a good choice to approximate the function. Hence, the estimated value of $\gamma$ is coherent with the variation of the error $E_a$.

The results obtained in the original analysis, are also shown in Table 7. The value of $E_a$ is found to be about 0.11 that is lower than the one calculated in the current analysis (0.17). Such a difference in $E_a$ can be explained by the noise added on the training data. Figure 7 shows the histogram of the errors when a $1 \times 6 \times 1$ MLP is trained for 100 training sets with different noise realizations. The noise has the same variance of 0.01 in each data set. Among the 100 cases, we obtain an error between 0.10 and 0.12 for about 15 cases. Hence, the results of the original analysis corresponds to the best cases of the current analysis.

### Perspectives

A model of a feed-forward network has been implemented and described. It has been shown that the algorithms have been correctly implemented. The steepest descent algorithm used to calculate the networks parameters has to be improved. Other improvements will be included such as a better compression algorithm or the use of covariance matrices instead of scalars for the cost function regularization parameters.

However, the current state of the model allows to start the JEM/SMILES retrieval study. The next steps of the study will be to prepare a data base of simulated measurements from 10000 atmospheric scenarios and instrument noise. One part of the data base will be used in the training procedure and the other part to validate the results. A network will be set to retrieve only one parameter following the setting used for the Odin/SMR analysis. A compression level of the inputs will be defined to well represent the SMILES measurements and the best number of hidden neurons will be estimated.

The performance of the retrieval procedure will be studied in terms of vertical resolution, retrieval accuracy and sensitivity to forward model parameters errors.
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