
1  Introduction 

The atmospheric region at an altitude of
more than 80 km is called the upper atmos-
phere and is a mixture of neutral gas and ion-
ized gas consisting of ions and electrons. The
thermosphere is an extremely thin atmospheric
region with density less than 1/100,000 of the
atmosphere at the ground surface. The ionos-
phere has even lower density by several digits
and is so thin that it can almost be called a
vacuum. However, it is an important region
for human activity. For example, communica-
tions and radio broadcasts using short waves
are conducted through reflection in the ionos-
phere. If the ionosphere becomes unusually
ionized through X-rays resulting from a solar
flare or falling energetic particles from mag-
netic storms, it will disrupt communications
and broadcasts, perhaps even affecting our
lives. Moreover, when a severe magnetic
storm occurs, significant energy flowing into
the ionospheric region in the form of auroral
particles causes strong heating and expansion
of the thermosphere, resulting in a dramatic
increase of the atmospheric density. In such an
event, a low-altitude earth orbiter at about 400

km or lower will experience difficulty in con-
trolling its orbit because of exposure to strong
atmospheric drag, and may even fall into the
earth in the worst-case scenario. By under-
standing the current conditions of the upper
atmosphere and predicting the future state,
appropriate measures could then be taken to
prevent or alleviate damage. At the moment,
certain research institutes in the world are
developing numerical prediction models for
various ionospheric disturbances.

2  Ionospheric simulation 

2.1  Development of the ionospheric
models 

Theoretical studies on the ionosphere
began in the 1960s. With the development of
computers, realistic simulation models were
first built around 1970. The first model—the
vertical one-dimensional diffusion model—
was developed by Schunk et al. at Utah State
University, who successfully reproduced the
basic structure and daily changes of the mid-
latitude ionosphere for the first time［1］. Later
in the 1980s, global three-dimensional models
were developed by several groups in the
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USA［2］. This made it possible to examine the-
oretically how polar region disturbances asso-
ciated with magnetic storms affect the global
ionospheric environment［3］–［5］. 

The ionosphere is characterized by the fact
that it is heavily affected by the magnetos-
pheric electric field, high-energy particles
(auroral particles) and waves propagating
from the upper and lower atmospheres. In the
first model, the effects of the thermosphere
and magnetosphere were given from an empir-
ical model. The 1990s witnessed the develop-
ment of both a magnetospheric model and a
thermospheric model. The first magnetos-
phere-ionosphere-thermosphere coupled
model was developed around 2000［6］. In the
present century, the models in each region
were further improved in terms of precision,
while efforts were initiated to develop a model
of solar surfaces and solar winds, and a “solar-
terrestrial environmental integrated model”
that includes all regions from the lower atmos-
phere to the thermosphere［7］. 

However, numerical models based on the
fluid equations cannot, in principle, represent
the effects of microscopic phenomena such as
turbulent flows and the particle-level effects
such as auroral particles. For that reason,
empirical input data, empirical equations, and
other parameters were introduced into the
model with their effects being taken in. Such a
technique (called parameterization) is com-
monly used in many global models. To
increase the precision of numerical models, it
is essential to compare observational data and
models, and enhance the technique of parame-
terization.

2.2  Method of ionospheric modeling
Many ionospheric models have been

developed by research institutes in various
parts of the world, along with various types of
equation systems and methods of modeling,
ranging from very simple ones to those highly
rigorous. Here, the most widely used and rela-
tively simple method is presented. The NICT
model is also based on the method presented
below.

The ionosphere can be represented by a
fluid equation consisting of ions and electrons.
The general equation system used in ionos-
pheric models is shown below.

Continuity equation

…………………（1）

Ion momentum equation

…………………（2）

Electron momentum equation

………………（3）

Ion energy equation 

………………（4）

Electron energy equation

……………………（5）

where, n denotes density, v velocity, P rate
of particles generated, L loss rate of particles,
m mass, vab momentum transfer collision fre-
quency of “a” particles with regard to “b” par-
ticles, p pressure, g gravity acceleration, q
heat flow velocity, and Q net heating rate. Suf-
fixes i, n and e denote i-type ions, n-type neu-
tral particles, and electrons, respectively, and
suffix t also represents all particles. 

In the continuity equation (1), the produc-
tion of ions involves photoionization where
the solar extreme ultraviolet radiation (EUV)
directly ionizes neutral particles, together with
the contribution of secondary ionization where
ionization-induced electrons (photoelectrons)
ionize the surrounding neutral atmosphere.
Since a rigorous calculation of ionization
induced by photoelectrons is rather complex, a
simple equation of approximation is common-



201SHINAGAWA Hiroyuki

ly used. Moreover, there are many chemical
reactions between ions and neutral particles,
so that a certain ion produces another kind of
ion also included in the generation. Ions disap-
pear through an ion chemical reaction, but dis-
sociative recombination eventually combines
ions with electrons, thereby turning them back
into neutral particles and disappearing. The
photochemical process is predominant below
200 km in altitude, while in the F layer of the
ionosphere above 200 km, the term of trans-
portation in the first term on the right side in
equation (1) is important. In that region, the
diffusion process of ions and the effects of
convection by the electrical field are predomi-
nant. 

In the ion momentum equation (2), tempo-
ral changes in the first term on the left side
and the inertia term in the first term on the
right side are relatively small and therefore
ignored at times, but such changes are not nec-
essarily small in the upper ionosphere. More-
over, in strict terms, a viscosity term for ions
may be added. In the electron energy equation
(3), temporal changes and the term of inertia
can normally be ignored.

In the equations for ion and electron ener-
gy (4) and (5), local temporal changes in the
first term on the left side are small and may be
ignored; these changes can be expressed in the
form of balance between the term of heating
and cooling, and the term of thermal conduc-
tion. As an uncertain factor, there is a heat flux
given as an upper boundary condition.
Neglecting to add this condition is known to
result in unrealistic ion or electron tempera-
tures, so that an appropriate value is given to
match the observations. 

In ionospheric simulations, the basic pro-
cedure involves solving these equations, but in
the case of the earth’s ionosphere, the intrinsic
magnetic field is sufficiently strong at ionos-
pheric altitudes, and one can safely assume
that the form of magnetic lines remains
unchanged. In solving the momentum equa-
tions, therefore, the method described below is
used in many cases for the sake of conve-
nience.

First, ignore the term of temporal changes
in the momentum equation and divide the
velocity into the component parallel to the
magnetic lines (suffix //) and the vertical com-
ponent (suffix⊥). 

………………………………（6）

The motion of ions perpendicular to the mag-
netic lines can be expressed as follows:

……………（7）

This can be solved with regard to vi⊥ to deter-
mine the velocity. 

On the other hand, the motion parallel to
the magnetic lines can be expressed with
regard to electrons and ions as follows:

…（8）

…（9）

Delete E// from that and one will obtain the
velocity. Now, think of a simple case and
assume that ion i is the main ion. Using the
approximations ni = nc, vin >> ven, and mi >>
me, one can obtain the result as follows:

……（10）

The motion parallel to the magnetic lines
can be expressed in the form of a diffusion
equation in a magnetic field flux tube, and the
direction perpendicular to the magnetic lines
is expressed as motion E×B to which an elec-
trical field is added. In that case, E becomes
the convection electrical field of the magneto-
sphere at high altitudes and the dynamo elec-
trical field at mid-to-low altitudes.

3  Real-time simulation model of
the ionosphere at NICT

3.1  Real-time ionospheric simulation
NICT has developed an ionospheric model

on its own and is now conducting ionospheric
simulations on a real-time basis. This model is
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designed to solve the three-dimensional basic
equations of the ionosphere mentioned above
in real time, in order to determine ionospheric
quantities. Background neutral atmospheric
structure is given by an empirical model. The
ionospheric model includes a thermospheric
model, which is designed to determine pertur-
bation quantities of the neutral atmosphere,
and can express thermospheric changes. In
addition, the effects of the magnetosphere are
included by using the electric conductivity and
potential of the polar regions as obtained from
the real-time magnetospheric model operating
at the same time. The real-time magnetospher-
ic model uses real-time solar wind data
obtained from the ACE solar observation
satellite.

As such, real-time solar wind data is used
as input, so that the system can reproduce the
present conditions of the ionosphere and ther-
mosphere. This system has been in operation
since July 2008, and information obtained by
the system is available to the public on the
Web. The following describes an overview of
this ionospheric model.

3.2  Ionospheric model 
The coordinate system employs a spherical

coordinate system (vertical, latitude, longi-
tude) for both the thermosphere and the ionos-
phere. The vertical extent of the neutral
atmosphere ranges from 0 km (ground sur-
face) to 600 km with the 10-km grid interval.
The ionospheric model ranges from 0 km
(ground surface) to 3000 km, including the
10-km grid interval up to an altitude of
600 km, and above that, the interval gradually
increases until becoming 100 km near the
upper boundary. The grid points in the direc-
tions of latitude and longitude are set at inter-
vals of 1 and 5 degrees, respectively. A spheri-
cal coordinate system used on global simula-
tions is generally disadvantageous in that the
interval between grid points close to the poles
narrows rapidly, but it is not necessarily a dis-
advantage in ionospheric simulation because
upper atmospheric phenomena are often
accompanied by small-scale phenomena such

as auroras at high altitudes. However, the grid
points narrow down more than necessary near
the poles, so that regions within 3 degrees
from the poles are deprived of grid points and
the values are calculated by interpolation. 

The ionosphere involves five types of ions
(N2+, O2+, NO+, O+, H+). The method described
is used regarding the equation of motion, and
the density ratio of O+ and H+ is empirically
given and regarded as a one-fluid ion divided
into two velocity components (diffused in the
magnetic line direction and drifted by E×B in
the direction perpendicular to the magnetic
line), and the velocity is determined based on
equations (7) and (10). Moreover, photochem-
ical equilibrium is assumed to determine the
density of molecular ions.

Regarding the equation of energy, the ions
are designed not to be within the term of tem-
poral changes on the left side of equation (3)
with thermal conductivity excluded. For elec-
trons as well, the term of temporal changes on
the left side of equation (5) are ignored and, in
the lower ionosphere (at about 150 km or
lower), an exchange of energy occurs through
collisions and photoelectron-induced heating.
In the upper ionosphere (at about 250 km or
higher), thermal conduction alone is set to be
effective and given by an analytical solution,
and the solutions for the upper and lower
ionospheres are smoothly connected. The
shape of the magnetic field is approximated
with the dipole field. Moreover, a dynamo
electric field generated by the neutral wind is
included using a separately built dynamo
model［8］. 

Model input utilizes a solar EUV spectral
model EUVAC［9］based on F10.7 using solar
radio intensity as a proxy. The ionization rate,
heating rate, and electric potential in the polar
regions are given by an empirical formula
based on the output data of the magnetospher-
ic model.

3.3  Thermospheric model 
The ionospheric simulator incorporates a

neutral atmospheric model using an empirical
model as a basic state. This part of the model
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can be replaced with another atmospheric
model. This model is characterized by the fact
that, in order to solve small-scale phenomena
temporally and spatially with high precision,
the compressible fluid equation system for a
nonhydrostatic equilibrium is used instead of a
model of hydrostatic approximation, which is
used in many global atmospheric models.

The general equation system used in neu-
tral atmospheric models is shown below.

Continuity equation 

…………………………（11）

Neutral momentum equation

……（12）

Neutral energy equation

……………（13）

Equation of state 

……………………………………（14）

where, ρdenotes mass density, vn velocity,
p pressure, R gas constant, T temperature, Cv
specific heat at constant volume, μmolecular
velocity,κ thermal conductivity coefficient, Q
net heating rate, and Ω angular velocity of
rotation. 

The atmosphere is designed as single fluid
with its composition consisting of three ele-
ments: O, N2, and O2. For the basic field, the
atmospheric density and temperature are given
by empirical model NRL-MSISE00［10］, while
the ratio of composition is calculated based on
the composition ratio of the basic field［11］.
The basic field for velocity is designed as
given by empirical model HWM93［12］. In
actual calculations, this basic field is assumed
to be in a steady-state equilibrium, and the
amount of change (such as ρ́= ρ－ρ0) from

that state is solved. The method of numerical
solution is the finite difference method, while
the advection terms are solved using the CIP
method.

3.4  Coupling to the magnetosphere 
The response of the ionosphere to magne-

tospheric inputs and feedback processes from
ionospheric variations to the magnetosphere
(i.e., the process of interaction between the
magnetosphere and ionosphere) remain
unsolved and are a major challenge. Numeri-
cal simulation is an effective means of
addressing this issue. However, in terms of
model connection, the issue is to find an effec-
tive way to exchange mutual information. Of
particular importance is how to give electric
conductivities of the polar ionosphere corre-
sponding to ionization caused by auroral parti-
cles falling from the magnetosphere. Our mag-
netospheric model is based on a spherical
shell-shaped ionosphere and projects the para-
meters of the magnetosphere’s inner bound-
aries (r = 3.5 Re) onto the ionosphere. The
electric conductivity of the ionosphere is
given as a height-integrated value, and is sup-
posed to be determined by three components:
(1) an electric conductivity component corre-
sponding to solar extreme ultraviolet radiation
(EUV), (2) a component corresponding to dif-
fuse aurora (and set to a function of plasma
pressure and mass density on the plasma sheet
in the magnetospheric model), and (3) a com-
ponent corresponding to discrete aurora (and
set to a function of field-aligned currents in
the polar regions of the magnetospheric
model). This function is empirically given to
reproduce observations as effectively as possi-
ble. 

Using the height-integrated electric con-
ductivity, altitude distribution of the electric
conductivity is determined and used as three-
dimensional data in the ionospheric model.
This electric conductivity is then used to esti-
mate the ion production rate, the plasma heat-
ing rate, and the neutral particle heating rate.
This series of procedures is called parameteri-
zation—a method necessary for entering



204 Journal of the National Institute of Information and Communications Technology  Vol.56 Nos.1-4   2009

microscopic effects into a global model.
The electric potential of the polar regions

is another important parameter for the ionos-
phere. Since it is directly given by the magne-
tospheric model, this parameter is used as
input for the polar electric field of the ionos-
pheric model. For ionized components associ-
ated with EUV on the dayside, input parame-
ters are calculated in the ionospheric model.
With this method, using the solar wind as an
input enables the execution of a model that
reproduces ionospheric and thermospheric
conditions on a real-time basis.

3.5  Example of real-time simulation
results

Here we introduce an example of calcula-
tions obtained from the real-time model.
Figure 1 shows the actual results obtained
from a real-time simulation on July 23, 2008.
It shows the electron density and plasma
velocity at an altitude of 120 km. With a rise
in the southward component of the solar wind
magnetic field, disturbances occurring in the
magnetosphere result in disturbances in the
ionosphere as well. The night side (bottom) of
the figure shows a crescent-shaped region
with high electron density; this is an “aurora”
reproduced on a computer. The bright region

at the top is due to the effects of ionization
stemming from solar ultraviolet radiation on
the dayside. Given the insufficient resolution
of the model, the aurora microstructure cannot
be reproduced, but its overall structure agrees
well with the representative observation
results shown in Fig. 2. The convection veloc-
ity of ionospheric plasma excited in the elec-
tric field of the magnetosphere exceeds
1 km/s, thereby indicating the occurrence of
fast convection.

Figure 3 shows increases in temperature
and wind speed in the thermosphere at an alti-
tude of 300 km at the same time of day as in
Fig. 1. Both figures show the amount of devia-
tions from the atmosphere in a steady state.
When a magnetic storm occurs over the polar
regions, the energy of the solar wind flows
into the upper atmosphere, and dramatically
increases thermospheric and ionospheric tem-
peratures. This heating enhances the thermos-
pheric pressure in the polar regions, thereby
driving strong winds from the poles to flow
toward the equator. These winds elevate the
ionosphere, resulting in increased electron
density at mid-latitudes. Such a disturbance

Fig.1 Electron density distribution and
plasma velocity at an altitude of
120 km as obtained in real-time
ionospheric simulation 
The crescent-shaped bright region on the
nighttime side (bottom) represents the aurora
in the simulation.

Fig.2 Auroral image taken in outer space
from an artificial satellite (courtesy:
Space Sciences Laboratory, Univer-
sity of California, Berkeley) 
This is an image taken on a day other than
when the image in Fig. 1 was taken, but does
show the characteristic aurora structure.
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involving increased electron density is called a
positive storm.

As the thermospheric atmosphere becomes
heated, it also expands, thereby increasing the
neutral atmospheric density in high-altitude

regions. In the event of extreme disturbances,
atmospheric drag will alter artificial satellite
orbits, and in the worst cases cause a satellite
to fall from orbit. Such drag may even change
the distribution of space debris, which is now
regarded as a serious problem. Expansion of
the thermospheric atmosphere is an extremely
important phenomenon in terms of space
weather as well as in other respects.

Figure 4 shows an example of positive
storms actually reproduced in the ionosphere
through real-time ionospheric simulation. This
disturbance occurred on June 25, 2008. This
event is an example of heating that occurs in
the polar regions, resulting in thermospheric
winds directed toward the equator, and caus-
ing an increase in the total electron content
(TEC) of the ionosphere. The disturbance is
relatively small in scale, but when compared
with the trend of changes in TEC over
Kokubunji as observed with GPS satellites,
the model reproduces a trend where its TEC
increased around the end of the 14th and
became higher than the average on the 15th,
thus showing that the simulation agrees well
with the observations. 

Fig.4 Changes in the total electron content (in 1016m－2) in the ionosphere on days of ionospher-
ic disturbance (June 14 and 15, 2008) (red line) near Tokyo 
(Top) Calculation results of the real-time space weather simulator (bottom) total electron content of the ionos-
phere obtained in observation.  The dotted line represents the variation during quiet days in the ionosphere.  The
model reproduces the enhancement in electron density compared with that on quiet days from the end of June
14 to June 15. 

Fig.3 Increases in temperature (color con-
tours) and wind velocity (arrow) in the
thermosphere at an altitude of 300 km
in the Northern Hemisphere 
Both represent the amount of changes from the
atmosphere in a steady state. The red regions
represent the heated portions, along with rising
atmospheric density. Thermospheric winds flow
toward the equator from these heated regions.
The center represents the North Pole; the top
represents the daytime side.
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4  Conclusion 

This paper gave an overview of the ionos-
pheric model and related techniques. At pre-
sent, continual operation is conducted on the
real-time space weather integrated simulator
of NICT, while comparing ionospheric
changes with various observational data on the
ionosphere, and thereby validating the magne-
tosphere-ionosphere coupling. Although this
simulation needs to be further improved in
quantitative terms, ionospheric changes in the
simulation agree fairly well with observations
regarding many disturbances stemming from
the magnetosphere. This leads us to consider
the possibility of developing a numerical pre-
diction model for the ionosphere covering a
period of about several hours. Moreover,
ionospheric disturbances stemming from the
lower atmosphere are also important at mid to
low latitudes. To adopt such disturbances, it is
necessary to use an extended atmospheric
model including meteorological phenomena as

well. To that end, efforts are now under way to
develop a model［13］ and compare it with
observational data［14］［15］. 

Coping sufficiently with space environ-
ment disturbances in practical applications
often requires predictions half a day to about
several days in advance. To that end, it is
indispensable to perform numerical predic-
tions not only on the magnetosphere and
ionosphere but also on the solar wind on the
upstream side. Since 2008 we have been oper-
ating a real-time simulator for the sun and the
solar wind as well. The data obtained is now
being compared with solar wind data obtained
from the ACE satellite in low-earth orbit to
verify the model. Since it takes a few days for
the solar wind to reach the earth’s orbit from
the solar surface, it seems theoretically possi-
ble to predict space weather a few days in
advance with a degree of practical precision
by enhancing the precision of the simulator for
the sun and the solar wind, and integrating it
with a model of the magnetosphere, ionos-
phere and atmosphere.
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