
3D display and the tabletop display, allows 
multiple users around the table to naturally 
pick up static 2D fi sh images, from the table 
into their own hands, and see them transform-
ing into full parallax interactive 3D fi sh imag-
es. Once in their hands, users can share and in-
teract with real-time animated 3D fi shes 
supporting their discussions by pointing and 
handing over the display to other users. 

The gCubik+i platform introduces two 
novel interaction paradigms to existing table-
top display applications: 1) natural switching 
between the shared working spaces of the table 
and the users’ hands, thus effectively combin-
ing the interaction modes of both them; and 2) 
transforming static 2D images into interactive 
3D images that can be viewed and manipulated 
as if holding a real object.

In this paper, we fi rst describe the compo-
nents of the gCubik+i platform prototype, 
namely the gCubik 3D display and its technical 

1 Introduction
In order to realize natural human-to-human 

communication, basic research on transmission 
of multi-sensory data, including sight, smell, 
touch and sound, is necessary [1]. In the case 
of face-to-face collaborative tasks, users often 
rely on manipulating physical objects on top of 
a table in order to support their discussion of 
ideas. Computer-supported collaborative work 
enhances users’ discussions by adding interac-
tivity to the table’s surface and introducing tan-
gible virtual objects, using small handheld in-
put/output devices. A natural interface between 
the tabletop display and the tangible virtual ob-
jects is desired. 

In this regard, we propose gCubik+i as a 
new interactive platform that naturally inter-
faces a 3D display with a tabletop display. A 
virtual 3D aquarium application that showcas-
es its interactivity potential is shown in Fig. 1. 

Real-time interaction, provided by both the 

3-5  gCubik+i Virtual 3D Aquarium: Interfacing a 
Graspable 3D Display with a Tabletop Display

Roberto Lopez-Gulliver, YOSHIDA Shunsuke, MAKINO Mao, 
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We have proposed, and developed, the “gCubik”, a cubic-shaped, graspable and glasses-free 
3D display, as a communication tool to support group collaboration. The display provides multiple 
users with correct viewpoint-dependent full parallax 3D images.

This paper presents the current gCubik’s 6-face prototype and its design concept. First, de-
tails of the following technical contributions are presented: a) wide fi eld-of-view Integral Photog-
raphy; b) real-time rendering for integral photography; and c) real-time animation support archi-
tecture for application development. Finally, we proposed the gCubik+i as a new interactive 
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plication that showcases the proposed platform’s capabilities and its interactivity potential is pre-
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2 The gCubik+i platform
2.1 System confi guration

The contribution of the gCubik+i platform 
is to enhance the gCubik 3D display [2], provid-
ing real-time interactivity by directly touching 
its faces, and interfacing it with a tabletop dis-
play. The platform also provides a real-time 
rendering and animation software module for 
easy application development. 

Figure 2 shows a photograph and a sche-
matic system overview of the gCubik+i proto-
type.

The system consists of the gCubik 3D dis-
play with touch sensors on all of its faces, a ta-
bletop 32 LCD display with an infrared(IR) 
sensor, a control box for processing input and 
output of image data and sensors signals, a PC 
computer for image rendering and signal pro-
cessing.

The gCubik 3D display is connected to the 
control box using a cable carrying VGA cables 
for the LCDs and USB cables for the touch sen-
sors. The length of the cable is about 1m in or-
der to allow enough fl exibility for users to ma-
nipulate and interact with the display. The 
rendering PC outputs six VGA-resolution im-
ages and sends them for display into the gCu-
bik via video distributors, in real-time. The ta-
bletop display, together with the IR touch 
sensor, is used to detect the proximity of the 3D 

contributions: a) wide fi eld-of-view Integral 
Photography; b) real-time rendering for inte-
gral photography; and c) real-time animation 
support architecture for application develop-
ment.  We then present the implementation of 
an interactive virtual 3D aquarium application, 
based on the gCubik+i platform, and discuss 
how it supports collaboration among a group of 
users. Finally, we gave an overview of the its 
conceptual design, its background and how it 
differs from previously proposed work.

Interactive virtual 3D aquarium using the 
gCubik+i platform

Fig.1

gCubik+i Platform PrototypeFig.2
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weighing approximately 950g. Each face of the 
display is composed of an LCD panel, a micro-
lens array plate, and a touch sensor, their layout 
is shown in Fig. 3. The micro-lens array pro-
vides the auto-stereoscopic viewing based on 
the Integral Photography (IP) [3][4] technique.
2.2.1 Wide fi eld-of-view IP

Given that our cubic display is to be viewed 
from any direction, each IP lens should be able 
to modulate light rays at an angle of at least 2θ, 
as shown in the left part of Fig. 4. An extreme 
case occurs when simultaneously viewing three 
faces in display. Let D be the viewing distance, 
then the viewpoint becomes e= . Also, let 
B be the size of one face and c=  be the cen-
ter of the upper face F with normal n=(0,0,1), 
then the above θ is the angle between the view-
ing vector v=e−c and the normal n. For D=400 
mm and B=72 mm, θ becomes 59.2 degrees. 

cubic display for interaction.
The following sections describe the hard-

ware and software details of the gCubik+i plat-
form.

2.2 gCubik: A glasses-free 3D display
We have proposed the gCubik [2], a grasp-

able cubic 3D display, allowing multiple users 
to view and share 3D images without special 
glasses. The display provides stereo and full 
motion parallax images and can be viewed 
from any direction with correct viewpoint-de-
pendent perspective. Users can grasp and ma-
nipulate 3D virtual objects inside the display 
with their own hands. The gCubik was de-
signed to implement the “4g” part of the requi-
sites for group-shared 3D display described 
later in section 4.1.

The display is a cube with 10cm per size, 

Prototype of our IP lens arrayFig.3

IP lens’ fi eld of view requirementsFig.4
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nails for direct interaction. Capacitive-type 
ones would trigger touch events even when us-
ers were just holding the display with one hand. 

Resistive touch sensors have two very thin 
metallic, electrically conductive layers. These 
layers affect the transmittance of the touch sen-
sors, commonly around 80%, thus slightly re-
ducing the brightness of the IP image. These 
layers may also slightly diffuse, and probably 
affect the stereopsis of the IP image. Quantita-
tive measurement and necessary correction of 
the resulting IP image is part of our future 
work.

2.3 Real-time rendering for IP
The rendering algorithm utilizes OpenGL [5] 

off-screen rendering using framebuffer objects 
(FBO). It is an enhanced version of the algo-
rithm in [6] and ideas from [7]. FBOs avoid con-
text switching and copying from main memory 
to video memory thus improving performance. 
Also, the screen’s dimensions do not limit the 
framebuffer object’s dimensions. In our imple-
mentation, for each of the six cube’s faces, we 
allocate an FBO of (640×2)×(480×2) pixels’ 
dimensions, upsampling to avoid aliasing arti-
facts. And then render the 3D scene, into this 
FBO, from each of the 1065 IP lens positions 
using a 120-degree fi eld of view virtual camera 
onto a (18×2) × (18×2) pixel viewport corre-
sponding to each elemental image. We use a 
stencil mask to avoid viewport overlapping 
with adjacent lens’ position. We then simply 
draw a down-sampled 640×480 pixel textured 

Therefore our cubic display requires an IP lens 
with a minimum of 120-degree fi eld of view.

The type of lens array generally used in IP 
can be considered a planar array of several pla-
no-convex lens of pitch size ‘p’ tightly packed 
together as shown in the right part of Fig. 4. 
Commercially available IP lens have no more 
than 40-degree fi eld-of-view, 2θ, thus not suit-
able for our purposes.

We designed and implemented an IP lens 
array with a 120-degree fi eld-of-view. Each IP 
lens is a bi-convex lens arranged in front of the 
LCD on the left, as shown in Fig. 3. The IP 
lenses are mounted inside holes made on a 
1.12-mm-thick black-painted aluminum plate. 
There are 1065 lens per plate. The holes have a 
radius of 2.0 mm and are arranged in a honey-
comb layout to minimize the gaps between 
lenses.

The IP lens separation was fi xed at 2.025 
mm by setting each IP lens to cover a 18×18-pix-
el area of the LCD display used in our experi-
ments. The IP lens’ focal length f , aperture and 
other parameters were optimized for image 
quality, and the LCD’s glass and fi lm were tak-
en into account in the calculations. 
2.2.2 Resistive touch sensors

Touch sensors were added to the gCubik on 
top of each of the faces to provide direct touch 
interactivity, refer to Fig. 3. Among the com-
mercially available choices, we chose resis-
tive-type touch sensors, versus capacitive-type 
ones, because they would trigger touch events 
only when users intentionally use their fi nger 

IP lens arrays and 3D model relative positions(left). Resulting IP image for the front face, zoom inset 
showing the details of the elemental images (right)

Fig.5
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sitions of the 3D model and the six IP lens ar-
rays, corresponding to the six faces of the cube. 
The dot clouds represent the positions of each 
lens inside the lens array. The right part of the 
same fi gure shows the resulting IP image for 

quad on the window system provided frame-
buffer. The number of IP lenses in the array, 
1065 per face, limits our display’s 3D resolu-
tion to approximately 36×30 3D dots.

The left part of Fig. 5 shows the relative po-

Simultaneous multi-face viewing for Integral Photography (teapot)Fig.6

----------------------------------------------------------------------
Algorithm 1 : IP rendering algorithm using FBOs
----------------------------------------------------------------------
Init Program
Initialize 3D Scene and sensors ## initGL()
Initialize FBO for each screen
...
Rendering Loop
update animation and sensors ## tickGL()
    for each screen in the cube display
        bind screen’s FBO as rendering target
        for each elemental lens in the screen
             move camera to lens’ position
             lookat inside the cube
             set camera projection to perspective
             set FBO’s target rendering area ...
                 ... according to lens position
             set circular/hexagonal mask
             render 3D scene to FBO ## drawGL()
        release screen’s FBO as rendering target
        down-sample IP image to screen size
        display IP image on screen
cleanup 3D scene and sensors ## closeGL()
End
----------------------------------------------------------------------
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function, antialiasing if necessary. The render-
ing loop then repeats the above steps until a 
halt.
2.3.1 Performance results

In our tests, we achieved up to 12 fps for 
a multi-material, non-textured, 3500-vertex, 
6500-triangle, shaded 3D teapot model, using 
a 2.66GHz Intel Core2 Quad CPU with one 
NVIDIA GeForce 8800 GT graphics card.

Figure 7 shows the performance of the pro-
posed algorithm for 3D models with different 
number of polygons.
2.3.2 Aliasing considerations

Computer-generated IP rendering algo-
rithms often have to consider aliasing prob-
lems. The aliasing comes from the commonly 
low resolution of the elemental images. A solu-
tion would be to render the elemental images at 
a higher resolution and then downsample the 
resulting image using an antialiasing fi lter.  
However, given that every single pixel of an IP 
image is meaningful, care you be taken that re-
sulting motion parallax is not lost after anti-
aliasing.

In our experiments, we used a magnifying 
factor of 2 (mf=2) thus fi rst rendering each el-
emental image at 36×36 pixels and then use a 
bicubic fi lter to downsample to the fi nal 18×18 
pixel resolution.

Figure 8, shows some of the antialiasing ef-
fects we obtained. Image (a) shows the elemen-

the front face of the cubic display. The zoom 
inset shows the details of the elemental images 
generated. The elemental images are inverted 
due to the front face LCD display being posi-
tioned upside down in our prototype. Figure 6 
shows a simultaneous multi-face viewing of a 
3D teapot displayed on the gCubik utilizing the 
proposed wide fi eld-of-view IP lens described 
here.

Algorithm 1 shows our proposed algorithm. 
During initialization, for each screen, we allo-
cate an FBO with a texture and a depth buffer 
as images. This is the texture where the ele-
mental images are generated. The rendering 
loop goes over all the screens of the display and 
over all the elemental lenses on each screen 
and moves a virtual camera to each lens posi-
tion. Rendering the 3D scene using this camera 
then generates the IP elemental image.

Special care is needed to set the position of 
the rendering target area on the FBO by setting 
the viewport accordingly. Also, to avoid writ-
ing over other elemental images a scissor test is 
required. In case the elemental image shape is 
not a rectangle, a stencil mask should be used 
to avoid overlapping of elemental images. 
Once each screen’s IP image is generated, the 
FBO contains such image, the algorithm sim-
ply draw a textured rectangle on the screen’s 
framebuffer. Here, texture mapping down-sam-
ples the IP image using the texture minifying 

Proposed algorithm performanceFig.7
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tween the two images and normalized it so that 
when a black image is compared to the refer-
ence image the similarity is 0, and when the 
images are identical, the similarity is 100%. 
Images with mf=4, 8, 16 are indeed very simi-
lar, around 98% to the one with mf=2. There-
fore, we are assured that mf=2 is good enough 
for our purposes.

2.4 Real-time animation software 
architecture

The real-time rendering algorithm for IP 
described above effectively allows us to pro-
vide real-time animation and interactivity to 
our gCubik 3D display.

In order to ease application development 
for the gCubik 3D display, we implemented a 
plug-in architecture as shown in Fig. 9. We ab-
stracted the IP rendering algorithm described 
above into a module just on top the OpenGL 
graphics library [5]. Application developers 
have the fl exibility of adding real-time contents 
depending on their needs and expertise, via ei-
ther a generic OpenGL plug-in, 3D model data 
or 3D model animation. They are all then 
passed down to the IP rendering module to gen-
erate the images required for the gCubik dis-
play.

The generic OpenGL plug-in allows expe-
rienced programmers to directly issue OpenGL 
commands to describe the application’s virtual 
3D world, its 3D objects and their behaviors. 
The developer’s API, also shown in Algorithm 
1, consists of four functions: initGL and close-
GL, called only once during the application, 
mainly used to initialize or destroy the graphics 
context, load 3D model data, and any other 
sensor initialization necessary; tickGL called 
once during every loop of the IP rendering pro-
cess, mainly used to update the virtual objects 
positions and behaviors according to sensor 
data inputs; drawGL is called every time an el-
emental image of the 3D scene is generated, as 
many as times as the number of IP lenses, 
6×1065 in the case of the gCubik display. 
Therefore any performance optimizations 
should start by optimizing this function.

The 3D model data module can be used to 

tal image rendered at a higher 36×36 pixel res-
olution. Image (b) shows the elemental image 
by rendering as is at 18×18 pixel resolution. 
Note the jagged edges (aliasing) at the circled 
areas. These areas make the fi nal appearance of 
the 3D object’s shape different from the origi-
nal one, when viewed in our gCubik display. 
Image (c) shows the resulting elemental images 
at 18×18 after downsampling image (a). Jag-
ged edges are smoothed and the reconstructed 
3D image show by our display looks closer to 
the original 3D object. 

Antialiasing requires an extra use of FBO 
resources, limited by the available VRAM, as 
well as an extra computation step for downs-
ampling. Even though downsampling/upsam-
pling algorithms are quite optimized in most 
OpenGL’s drivers, its abuse could have an im-
pact on performance.

We tried different magnifi cation factors, 4, 
8 and 16, for rendering the elemental images 
to see if they affected the visual appearance of 
the fi nal 3D IP image displayed on our gCubik. 
We didn’t notice any major visual difference 
against our originally used mf=2. Indeed, we 
quantifi ed the similarity of the images for each 
of the mf=4, 8, 16 against the one with mf=2 
and found almost no difference. We used the 
root-mean-squared (RMS) of the difference be-

(b) shows jagged-edges without magnifi cation 
(mf=1). (a) is rendered using a magnifi cation 
factor of 2 (mf=2) and used to produce the an-
tialiased (c) by downsampling with a bicubic 
fi lter

Elemental image aliasing issues.Fig.8
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3 Implementation and discussion

3.1 Virtual 3D aquarium application
In order to showcase the original capabili-

ties of the gCubik+i platform we developed an 
interactive 3D Virtual Aquarium as a proof of 
concept application. Users can simultaneously 
view, share and hand over to others interactive 
3D fi shes, thus better supporting their group 
collaboration. This application enhances a sim-
ilar one described in [8], by adding group-shared 
interactive 3D images.

Using the gCubik, a graspable cubic 3D 
display, users can naturally pick up static 2D 
fi sh images from a digital illustrated book on a 
table and see them transforming into 3D fi shes. 
The 3D fi shes in the display are interactive and 
animated in real-time. They are viewable from 
any direction without special glasses.

By dragging their fi ngers on the sides of the 
display, users can explore different viewing 
angles of the fi shes. Users can also scare away 
the fi shes by repetitively stroking on the faces 
of the cube. To release the fi sh back into the 2D 
digital book on the table simply touch its previ-
ous location with the gCubik. Figure 10 illus-
trates the fl ow of steps during the interaction. 
In the current implementation, there are six 
fi shes displayed on the table.

easily load and display 3D objects in different 
formats. The current implementation only sup-
ports the Alias Wavefront OBJ format but other 
format could be easily added. Graphics design-
ers would use this module to easily display 
their 3D objects in the gCubik display.

The 3D animation module allows graphics 
designers and experienced 3D animators to de-
velop animation in the 3D software of their 
choice. We natively support Quake MD2 ani-
mation format fi les. However, Maya animation 
fi les can be also be converted off-line into 
Quake MD2 animation fi les for rendering. 

gCubik IP rendering software architec-
ture, supporting real-time animation

Fig.9

Interaction process and image exchange fl ow between the gCubik and a digital illustrated bookFig.10
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among users would hinder the fl ow of inter-
action. The platform effectively integrates 
the four group collaboration requirements de-
scribed above.
3.2.2 Natural 2D/3D display interface

Most users’ comments concerned about 
how natural, direct and intuitive the interface 
between the 3D display and the tabletop dis-
play is. Occasionally users thought they were 
actually fi shing by simply picking up the fi shes 
from the table using the gCubik display, as if 
the fi shes were actually jumping over when the 
gCubik approach them. Even users experienced 
in human-computer-interaction took some time 
to realize that the only sensor was the IR touch 
sensor on the table and not a special sensor in 
the gCubik. We believe this was due to the fol-
lowing factors of the interaction: the gCubik 
was the only moving pick-up device; the natu-
ral hand actions to pick up and release the fi sh-
es from the table to the gCubik; and by effec-
tively removing the fi sh from the table and 
transferring into the gCubik display, instead of 
simply copying it distracts the attention of the 
users into the gCubik [11]. This reinforced our 
expectations of the gCubik+i platform concept, 
discussed in Section 4.3, of using the graspable 
3D display as the natural device to pick up or 
release virtual objects on a table. 

4 Design concept

4.1 Group-shared 3D display (4g+i)
The gCubik aims to become a natural re-

placement of real objects as part of a group 
discussion. Our prototype has the following 
design characteristics: g1) Group-shared: si-
multaneous viewing for multiple users with 
correct perspective regardless of their posi-
tions, g2) Graspable: easy to hold in one hand 
and pass it over to others, g3) Glasses-free: 
3D stereo viewing without special glasses, g4) 
Glazed-showcase: give the impression of 3D 
real objects are inside a transparent case, and 
i) Interactive: provide real-time natural interac-
tion via simple hand or fi nger gestures.

Figure 12 shows how such a 3D display 
would provide a shared object of discussion al-

3.2 Users interaction experiences
The gCubik+i platform and its Virtual 3D 

Aquarium application have been exhibited in 
several major venues [9][10]. The following dis-
cussion is based on the analysis of video re-
corded sessions of users interacting with the 
system during the exhibits [9]. More than one 
thousand users interacted with the system dur-
ing eight-hour four-day exhibits.
3.2.1 Group-sharing

Figure 11 shows a typical scene of users in-
teracting with the system. We repeatedly ob-
served the group sharing actions discussed in 
Section 4.2. Namely, 1) gather around the ta-
ble, 2) simultaneous pointing, 3) handing over 
the display to others for closer inspection, and 
4) natural eye contact while switching attention 
from the display to other users comments.

Gathering around the table (1) and simulta-
neous pointing (2) were possible given that our 
display can be viewed, in stereo, from any di-
rection with correct perspective for any given 
viewpoint. Users would feel as if they were 
holding and looking at a real object.

Handing the display (3) to other users for 
closer inspection and natural eye contact (4) 
were possible because our display is compact 
and graspable. Instead of having users to stare 
at a shared fl at screen as in traditional tabletop 
displays, users of the gCubik would bring the 
display closer for inspection and naturally hand 
it over to others if necessary.

The gCubik+i platform is perfectly suit-
able for collaborative tasks where turn-taking 

Users interacting with the virtual 3D aquar-
ium

Fig.11
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bare hands [16]‒[18]. A number of techniques for 
interfacing multiple displays that allow multi-
ple users to share virtual objects by transferring 
them between 2D displays using a simple and 
intuitive pick-and-drop metaphor can be found 
in [19][20].

3D displays(c) promise to enrich the visual 
experience of interactive systems [21]. Exam-
ples varying from stereoscopic displays using 
special glasses [22], to auto-stereoscopic dis-
plays and volumetric displays [23]‒[25], howev-
er, they are heavy or large and thus cannot be 
freely manipulated neither touched for direct 
interaction. Integral Photography (IP) is one of 
the techniques used for 3D displays [3]. A mi-
cro-lens array is used for recording and dis-
playing multiple perspectives of a real scene. 
There is no need of special glasses; stereopsis 
and full parallax clues are readily available. 
Real-time extensions of IP to video have been 
proposed for medical applications [26] and live 
real scenes rendering [27][28]. Although these 
systems have enhanced viewing angles they are 
still designed for single-screen frontal viewing.

4.3 Natural interface between 
a tabletop and a 3D display

Consider the following scenario: a group of 
people is discussing about a new model of a 
cellular phone. If possible, somebody will al-
most immediately take his own cellular phone 
from his pocket, put it on the table, start point-
ing at parts of it while describing the features 
of the new model. He could also hold it and 

lowing multiple users to simultaneously view 
the display regardless of their positions. Its 
compact size would allow easy handing over of 
the object as well as maintaining natural eye 
contact among the users during the discussion. 

4.2 Background: Table-top 
collaboration

Much research have been done on the fi elds of 
computer supported collaborative work (CSCW) 
and human-computer-interaction (HCI), on how to 
facilitate and enhance the traditional way, a group 
of people would discuss and collaborate around the 
table. Here, we focus our discussion to those areas 
concerning, a) tangible users interfaces (TUI), b) 
multi-user tabletop interaction and c) Three-di-
mensional (3D) displays.

TUIs (a) promise to leverage our natural 
object manipulation skills by using physical ar-
tifacts as representations and controls for digi-
tal information. Physical objects become both 
the display and the interface to bits of data, thus 
making the interaction direct and intuitive, 
leading to “direct engagement [12].” For exam-
ple, assembling small cubes into a structure as 
input interface for 3D model data into a com-
puter [13][14], or touching real plants to input 
the different parameters to generate a virtual 
3D plant [15].

Tabletop interactive displays (b) are com-
monly used to support group collaboration. Of 
special interest are the ones allowing multiple 
users to simultaneously interact with digital in-
formation by touching the display with their 

a) simultaneous viewing regardless of users positions; b) natural pointing and easy handing over of the object; 
and c) natural eye contact

Feature requirements for group-shared 3D displayFig.12
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4.4 Related work
In this section, we review and discuss pre-

vious work that closely relates to our proposed 
interaction platform. We focus mainly on 
graspable 3D displays and multiple-user table-
top systems.

Several cubic-shaped 3D displays have 
been proposed before, they are graspable and 
interactive. However some would require spe-
cial glasses to produce a stereo effect [22], lack-
ing the characteristic g3 above. Other proposed 
displays [29]‒[32] do not require special glasses 
but need to track the user’s head to provide 3D 
motion parallax, and are single-user by design. 
These displays can not simultaneously satisfy 
g1 and g3 above. 

A number of interactive tabletop displays 
with multi-user capabilities have also been pro-
posed. For example, the one found in [33] al-
lows up to four users to simultaneously view 
and share stereo images with 3D motion paral-
lax by tracking the users’ heads. It consists of a 
stereo display along with a display mask with a 
hole in its center. However, users need to wear 
special glasses. Also, users can naturally point 
at the virtual objects but are not able to grasp 
them for direct manipulation. This system lacks 
g2 and g3 above. A somehow related system 
was proposed in [34], it uses a specially de-
signed optical screen to provide multi-perspec-
tives for different users. It also includes inter-
active small physical objects that serve as 
miniature screens displaying different objects. 
However, its current implementation only sup-
ports two users at fi xed locations. This system 
implements all of the requirements in the previ-
ous sections, but only partially by restricting 
the number of users g1 and the manipulation of 
the objects happens only on top of the table g2. 
A glasses-free stereoscopic display using IP 
providing interactivity on a tabletop setup can 
be found in [35]. Multiple users can view the 
display in stereo and full motion parallax, how-
ever all the interaction happens on the top of 
the table over a single IP screen.

Our proposed gCubik+i platform promises 
to effectively integrate all the “4g+i” require-
ments discussed above.

hand it to any other person for a closer inspec-
tion. In this way, the discussion becomes more 
concrete and the group understanding of the 
topic becomes also smoother. This scenario is 
quite common on any face-to-face collabora-
tive tasks among a group of people. 

The gCubik+i platform aims to allow mul-
tiple users to naturally share and interact with 
3D images, thus supporting group collabora-
tion, by naturally interfacing a 3D display with 
a tabletop display. The 3D display would re-
place real objects with interactive virtual ob-
jects, whereas the tabletop display would allow 
selecting among different virtual objects. Fig-
ure 12 shows an interaction scenario illustrat-
ing this conceptual idea.

The interaction should be as natural as if 
users where picking up different objects from a 
table by simply grabbing them with their hands 
and bringing them to the center of the group for 
discussion. Ideally, the 3D display should serve 
as the displaying device as well as the device to 
pick-up/release virtual objects directly from 
the tabletop display. In this way, smooth switch-
ing between the shared working spaces of the 
table and the users’ hands effectively combines 
their interaction modes enriching the collabo-
ration.

Figure 12 shows how the 3D display itself 
should be used as the device to pick-up/release 
virtual objects on the table.

A graspable 3D display serving as the 
device to pick-up/release virtual objects 
from the table

Fig.13
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velop multi-user applications where sharing 
3D information would support collaborative 
tasks. Applications include, games, edutain-
ment and net shopping advertisement among 
many others. We are primarily interested on re-
search related to new interaction paradigms 
that may evolve from using the gCubik+i plat-
form, and also performing evaluation experi-
ments of its effectiveness compared to other 
types of interaction. We plan to integrate wire-
less image transfer between the gCubik and the 
rendering PC, thus easing free manipulation. 
We are also interested on research on a multi-
gCubik interaction paradigm.

5 Conclusions
In this paper, we have proposed gCubik+i 

as a new interactive platform that  naturally in-
terfaces a 3D display with a tabletop display, 
suitable for group collaboration. We outlined 
the conceptual design of the gCubik+i platform 
as well as implementing an interactive virtual 
3D aquarium application based on this new 
platform. Preliminary observations of users in-
teracting with the system suggest that the inter-
action is natural and intuitive, and supports 
group collaboration by allowing multiple users 
to view and manipulate virtual 3D objects as 
real objects.

We plan to use the gCubik+i platform to de-
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