
In order to compress multi-view images 
used for free viewpoint images and three di-
mensional images, the Moving Picture Expert 
Group (MPEG) under the International Organi-
zation for Standardization (ISO) has been stan-
dardiszing a method for multi-view image cod-
ing from 2001 and published MVC (Multi-view 
Video Coding) as Annex H (Multiview video 
coding) of MEPG-4 Video Part10 (Advanced 
Video Coding) coding standardization (ISO/
IEC14496-10/ITU-T H.264) used in TV broad-
casts for mobile phones and high-density opti-
cal disks, etc., in 2009 for FTV’s phase 1 [4].

This method utilizes the motion compen-
sated inter-frame prediction of conventional 
MPEG-4 AVC (the same method as ITU-
TH.264) for the disparity-compensated predic-
tion between viewpoint images, and been used 
as a 3D image coding method for high-density 
optical disks. In addition, as a FTV’s phase 2, 
standadization started in 2007 on the 3DV/FTV 
(3-Dimensional Video/Free-viewpoint TV) 
coding for the purpose of further improving 
coding effi ciency using image depth informa-
tion [5].

1 Forward

Ultra-realistic communication is being re-
searched in order to raise the level of the means 
of communications between people [1]. The aim 
of ultra-realistic communications is the devel-
opment of highly-realistic communications us-
ing deep three dimensional images.

The method of producing such three di-
mensional images consists of sending separate 
images to the left and right eyes in a stereo-
scopic image format, expanding these images 
in a multi-view image format reproducing three 
dimensional object image space in a volumetric 
format and reproducing the intensity and phase 
of the light emitted from the three dimensional 
objects in an holography format [2]. Each of 
these methods utilizes multi-view images cap-
tured from multiple differing viewpoints.

Although multi-view images have a wide 
range of usage such as producing free-view-
point television (FTV) [3] that enables users to 
view objects from a free viewpoint, it is neces-
sary to transmit multi-view images that put a 
large burden on transmission and storage.
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multi-view images acquired from each camera. 
Consequently, the Multi-view Video Coding 
(MVC) was standardized using the correlation 
between viewpoint images. When performing 
standardization, the alignment of each type of 
camera was proposed as shown in Fig. 2 and 
each of the test images was provided by the 
participants in the standardization. Initially, it 
was proposed that the rectifi cation which cor-
rects the alignment of each camera by the pro-
jective transformation of images be conducted 
during coding. However, since the codec would 
have incurred a large burden, correction was 
made before coding.

For this correction, after correcting camera 

In the next chapter, we will explain the 
technological content of these coding standards 
and discuss an adaptive depth estimation ex-
amined at NICT.

2 Multi-view Video Coding (MVC)

2.1 Multi-view images
As shown in Fig. 1, multi-view images are 

captured by multiple cameras for one scene and 
the number of images produced from different 
viewpoints depends on the number of cameras. 
If the distance between the cameras is the same 
as the distance between the human eyes (ap-
proximately 6.5cm), the random two camera 
images can be used as a stereoscopic image. In 
regard to stereoscopic images, such devices are 
put into practical use as polarized glasses or 
shutter glasses that send separate images to 
both the left and right eyes, and a glasses-free 
stereo display enabling each left and right eye 
to view different images owing to a disparity 
barrier. In addition, by using a larger number of 
multiple camera images, such images can be 
used for glasses-free 3D images which continu-
ously display the viewing zone of each image.

2.2 Camera alignment and test images
As shown in Fig. 1, high correlation can be 

observed as the same objects appear in the Capturing of multi-view imageFig.1

(a) Camera alignment example, (b) test image example
Camera alignment and test imagesFig.2

(a) (b)
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a projective transformation matrix of each 
viewpoint image is acquired in the way the po-
sitions of these infi nite-points can coincide be-
tween all the viewpoint images, and the projec-
tive transformation is applied to each viewpoint 

lens distortions by capturing given plaid pat-
terns, the object points that can be deemed van-
ishing points and infi nitive distances of the 
plaid patterns in the images are specifi ed as the 
corresponding points of each viewpoint image, 

(a) Spatio-temporal motion compensated prediction, (b) Illumination-compensated prediction, (c) Projective 
transformation prediction, (d) Disparity vector prediction, (e) Asymmetric macro block prediction, (f) Adaptive 
prediction fi lter

Each type of coding methods proposed for the standardization of multi-view image coding (MPEG-4 MVC)Fig.3

(a)

(b)

(c)

(d)

(e)

(f)
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of cameras as the offset obtained from the aver-
age value between viewpoint images. This col-
or matching between viewpoint images was 
not adopted since the codec burden was re-
duced by conducting color matching on the 
camera side.

Figure 3(c) shows the projective transfor-
mation prediction method that acquires the dis-
parity (image depth) through the corresponding 
point matching between viewpoints images 
and then predicts the viewpoint images by con-
ducting projective transformation using the ac-
quired disparity. There were methods of projec-
tive transformation: one that acquires the 3D 
coordinate of the object from the disparity and 
camera parameters, and then conducts the pre-
diction by projecting the acquired 3D object 
onto the viewpoint image that one wants to pre-
dict, and one that divides the predicted view-
point images into several blocks, approximat-
ing that each block is a planar projection in the 
3D space, and conducts prediction by acquiring 
the homography matrix between viewpoint im-
ages that is the generalized affi ne transforma-
tion. However, these were not adopted because 
of less prediction effi ciency for more complex 
processing.

Figure 3(d) is a method that reduces the 
disparity vector data volume by conducting 
prediction coding for disparity vectors between 
viewpoint images. However, since the disparity 
vector data volume was small in comparison to 
the image data volume and accordingly the 
coding effi ciency did not improve to a large ex-
tent, this method was not adopted.

Figure 3(e) is an asymmetric macro block 
prediction method. This method increases the 
accuracy of the block predictions by selecting 
the block shape in line with the shape of each 
object with a different disparity volume. How-
ever, since the prediction effi ciency did not im-
prove due to the increase of information used 
to select blocks, this method was not adopted.

Figure 3(f) is an adaptive prediction fi lter 
method. Since images become discontinuous 
along with block distortion when performing 
disparity-compensated prediction at the block 
unit level and then resulting in large disparity at 

image. This enables all the camera directions 
and internal parameters to become aligned. 
Next, a common projective transformation ma-
trix is acquired in the way the epipolar lines 
passing through the corresponding points in 
each viewpoint of a certain feature point within 
a fi nite distance can become parallel, and once 
again the projective transformation is ap-
plied [6].

2.3 Proposed coding method
All types of coding methods were proposed 

using these test images. The main details are 
shown in Fig. 3. Figure 3(a) shows the spatio-
temporal hierarchical bi-directional prediction. 
There is an existing method used for the inter-
frame prediction that the direction and distance 
of the block having moved between frames is 
acquired by motion estimation with block 
matching, and the block is predicted by apply-
ing the estimated motion vector to a block in 
another farme, then, transform coding, quanti-
zation and variable-length coding is conducted 
for the remaining difference to send. The spa-
tio-temporal hierarchical bi-directional predic-
tion is adopted by this method, which applies 
this motion vector estimation between images 
at different viewpoints, conducts the parallel 
translation search for block between viewpoint 
images, adds the disparity-compensated block 
with the acquired vector to the inter-frame pre-
diction candidate, and predicts the multi-view 
images both from between frames and from be-
tween viewpoints. Between differing view-
point images, the angle from which the object 
can be seen is different, there is a problem with 
the occlusion that the foreground hides back-
ground not to be seen, and therefore the predic-
tion effi ciency is not very high. However, the 
coding effi ciency is raised by using hierarchi-
cal bi-prediction for prediction between frames 
of high correlation.

Figure 3(b) shows the illumination-com-
pensated prediction method that raises the pre-
diction coding effi ciency by adding the value 
compensating luminance and chrominance dif-
ference between viewpoint images due to light-
ing position and the color sensitivity dispersion 
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nation of a 3DV/FTV coding method as Phase 
2 of the multi-view image coding in order to 
improve the coding effi ciency. As shown in 
Fig. 4, the method reduces the data volume by 
coding a small number of viewpoint images 
and their depth information (depth map), per-
forming transformation based on the depth in-
formation on the decoding side and synthesiz-
ing the required viewpoint images, as opposed 
to coding all multi-view images.

This method will be used for coding 3D im-
ages based on the multi-view images and free-
viewpoint video services that enable viewers to 
freely view scenes from the position they de-
sire since random multi-view images can be 
highly accurately synthesized if the cameras 
are accurately aligned, color sensitivity is ac-
curately uniformed and the depth information 
is accurate. Furthermore, this method is expect-
ed to be used as a holographic image coding 
method in the future since, as shown in Fig. 5, 
by using depth information, the wave front of 
light emitted from objects can be calculated 

the block boundary, this method operates 
smoothing by adaptively applying the low-pass 
fi lter only to the parts with large disparity dif-
ferences. Although this method subjectively 
reduces distortion, it was not adopted due to 
images becoming blurred.

Following this, a method which predicts 
the movement vectors of the neighboring multi-
view images using disparity vectors was pro-
posed. However, this was not adopted for the 
reason that the improvement of coding effi cien-
cy was low at approximately 0.5 dB.

2.4 Standardized coding methods
Ultimately, the spatio-temporal hierarchi-

cal bi-directional prediction method shown in 
Fig. 3(a) was adopted to standardize the Multi-
view Video Coding (MVC). This method raises 
the coding effi ciency by further layering the bi-
directional frame distance prediction (B frame 
in the fi gure) that enables the inter-frame dif-
ference between the frames of still objects to 
become 0 and results in the large compression 
effect. Conversely, in regard to the prediction 
of inter-viewpoint images, since disparities al-
ways occur even if objects are still, the dispari-
ty-compensated prediction of the entire images 
becomes essential. When disparities occur, the 
background that hid behind the foreground in 
the neighboring viewpoint image becomes vis-
ible, and since the viewing angle changes as the 
viewpoint changes of what was rather visible in 
the neighboring viewpoint image, the corre-
sponding block shape distorts. Therefore, the 
prediction by simple parallel translation of pix-
el block does not raise prediction effi ciency 
and large compression ratio cannot be expect-
ed. Although the improvement of coding effi -
ciency by MVC was approximately half as 
much as that when coding and transmitting the 
entire viewpoint images by the existing MPEG-
4AVC, MVC was adopted as the 3D image 
coding method for high-density optical disks.

3 3D image/free-viewpoint image 
coding (3DV/FTV)

From 2007, MPEG commenced the exami-

Synthesis of multi-view images by depth 
maps

Fig.4

Electronic holography reproduction from 
depth images

Fig.5
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value is to be normalized so that the depth val-
ue can be represented in full scale. Given the 
maximum disparity dmax and minimum dispari-
ty dmin per scene, normalization is conducted by 
the following formula when representing the 
disparity in 8-bit (0 ～ 255),

 （2）

3.2 Depth Estimation
3.2.1 Corresponding point matching

In order to obtain the depth from multi-
view images, fi rst, corresponding point match-
ing is conducted and the pixel position dis-
placement to make matching error minimal is 
acquired. Specifi cally as is show in Fig. 7, pixel 
position pix (x, y) of camera 1 image (View 1) 
is gradually shifted (d=0, 1, 2, …) to all pixels 
pix (x, y) of camera 2 image (View 2) and dis-
placement d to make the absolute difference of 
pixel value | pix (x+d, y)－pix (x, y)| minimal is 
searched.

 （3）

Since this corresponding point matching is 
vulnerable to camera gaps and noises, in order 
to raise reliability, the color difference value is 
used as pixel value in addition to the luminance 
value, and 3×3 pixel block matching is per-
formed.

and by using such calculations, ideal 3D imag-
es can be achieved [7]. In order to achieve these 
applications, it is necessary to extract depth 
from multi-view images.

3.1 Depth of multi-view images
The relationship between multi-view im-

ages and their depth is shown in Fig. 6. Figure 
6 shows the case where the cameras with the 
same focal length f are aligned on baseline X in 
the equal distance L in horizontal and parallel 
positions. Following formula represents the re-
lationship between distance D from baseline X 
to a point P on the object and the corresponding 
pixel positions x1, x2 in the respective camera 
images.

 （1）

While the height of the point in the fi gure is 
set as Y=0 for the purpose of brevity, formula 
(1) holds for any value of Y. The gap (x1－x2) 
between the positions of the corresponding 
pixel positions is called disparity and is often 
used as the depth values of multi-view images. 
When representing the depth of object by the 
disparity, there are such advantages as shifting 
a camera image pixel by its disparity enables 
for easily synthesizing the neighboring camera 
image and the disparity can be used as the 
depth value of image when displayed as a 3D 
image. In the following, the value represented 
by the disparity is used as depth value. In order 
to keep the accuracy of depth value, the depth 

Relationship between multi-view images 
and depth

Fig.6 Corresponding point matchingFig.7
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gap to result in the lower quality of depth map.
Furthermore, in order to reduce fl ickers in 

the temporal direction, still parts are detected 
by inter-frame pixel comparison and then arith-
metic mean of matching error D derived in pre-
vious frames is calculated only for those parts, 
or after acquiring manually the depth value of 
still parts and making matching error D at those 
depth values 0, Belief Propagation and Graph 
Cuts process are applied.
3.2.3 Occlusion and pseudo-matching

In addition to camera gaps and noises, as is 
shown in Fig. 9, the occlusion issue that the 
corresponding points cannot be found hiding 
behind the foreground object and the issue of 
pseudo-matching in the uniform texture [11] [12].

While the occlusion issue can be reduced 
by selecting the minimum value from matching 
errors to multiple camera images, objects with 
repetitive patterns or uniform textures readily 
generate the pseudo-matching at erroneous 
depth values. There is a method for reducing 
this issue using the average value for matching 
errors per multiple camera images. However, 
there is the problem that matching errors con-
tain high noise in the occlusion parts and makes 
it diffi cult to estimate the optimum depth value.
3.2.4 Adaptive depth estimation

We will now discuss the adaptive depth esti-
mation examined at NICT below. This adaptive 
depth estimation adaptively switches between 
the minimum value and average value of mul-
tiple matching errors and reduces the miss-esti-
mation both in occlusion and pseudo-matching. 
Here, in order not to increase the calculation 
amount of depth estimation, as shown in Fig. 
10, the images captured by 3 cameras aligned 
in horizontal and parallel positions are used. 
Varying depth value d from 0 to the maximum 

3.2.2 Smoothing
The corresponding point matching is sus-

ceptible to the effects of errors in camera image 
rectifi cation, color matching errors between 
camera images, noise mixing in images [8]. 
Consequently, the acquired depth map contains 
many errors. For this problem, using Belief 
Propagation and Graph Cuts theory, smoothing 
of estimated depth value is conducted so as to 
minimize the evaluation value that is the addi-
tion of the weighted difference from the depth 
value in the neighboring pixels (referred to as 
continuous constraint of depth value) to match-
ing error [9] [10].

 （4）

In this smoothing process, as is shown in 
Fig. 8, from the matching errors to all the depth 
value candidates in all the pixels acquired by 
corresponding point matching, considering dis-
continuity of the depth value on the object 
boundary, the depth value is determined in the 
way that the evaluation value in the entire im-
age becomes minimal (local minima in reality).

Although on individual objects, the sum of 
evaluation values can be decreased by equaling 
depth values as much as possible, on the object 
boundary, depth value is discontinuous and 
evaluation value increases. For that reason, by 
detecting the object boundary according to col-
or difference (segmentation), the reduction of 
the weight of depth continuity is also per-
formed. However, if specifying the object 
boundary only by the difference of colors, dif-
ferent colors of a same object induce the depth 

SmoothingFig.8 Occlusion and pseudo-matchingFig.9
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was used for the experiment [13]. Camera inter-
val is 5cm and rectifi cation and chromatic com-
pensation has been already applied to the image.

In the experiment, the depth map of View 39 
is fi rst acquired based on the algorithm shown 
in Fig. 10, using View 38, 39, 40 and likewise 
the depth map of View 41 is acquired from 
View 40, 41, 42, and then intermediate View 
40’ is synthesized from these 2 depth maps and 
compared with camera image View 40. Taking 
externally-given parameters as the selection 
criterion for the average value and minimum 
value of matching errors, th = 33 was used 
through a preliminary experiment in the case of 
the maximum matching error = 255. For depth 
estimation, the reference software (DERS5) 
that has being developed in MPEG/3DV group 
was used with some adjustment [14]. The soft-
ware before adjustment acquires the stereo 
matching error in the left and right views at 
all the provisional depth values using 3 view 
images, and after selecting a depth candidate 
which is giving the minimum matching error, 
determines the depth value of each pixel apply-
ing the smoothing process based on the Graph 
Cuts theory. Figure 12 shows the depth maps 
when selecting the minimum matching error 
with the adjusted software, when selecting the 
average value for matching errors, and when 
performing adaptive matching error selection 
that conducts the minimum matching error se-
lection at th ≧ 33 and otherwise the average 

disparity per pixel of center camera image C, 
absolute difference DL, DR between the corre-
sponding pixel values in neighboring camera 
images L, R and the pixel value in the center 
image are derived for the left and right each. 
When the difference between the left and right 
matching errors is larger than threshold value, 
it is judged that there is a high possibility of 
occlusion being occurring in one image and the 
depth value is estimated using the less matching 
error. When the difference is less, judging that 
occlusion is not occurring, in order to reduce 
the possibility of pseudo-matching, the depth 
value is estimated from the average value of the 
left and right matching errors. The threshold is 
determined by an object on the empirical basis, 
the optimum value is approximately one-tenth 
of the maximum matching error.

In the following, the effect of adaptive 
matching error selection is shown. A part of the 
test image (Champagne Tower), shown in Fig. 
11, provided by Nagoya University that has 
been used for 3 DV/FTV standardization study 

Adaptive depth estimationFig.10

Depth maps and View 39Fig.12

Test images (Champagne Tower)Fig.11

view38 view40view39

view41 view42

(a)  Minimum matching 
error selection

(c)  Adaptive error 
selection

(b)  Average matching 
error selection

(d) View 39
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glass is fi nely derived, which indicates the re-
sistant to the pseudo-matching. Also, as to the 
edge part of the table, in the parts where there 
is a texture such as the speaker pole, the ex-
panse of the depth value of the table cannot be 
observed, which confi rms the resistance to oc-
clusion.

The depth maps of View 41 and View 39 
that were similarly obtained, and the results of 
synthesizing the center camera image (View 
40) from these camera images and the depth 
mapsare shown in Fig. 13. For the view synthe-
sis, the reference software (VSRS3.5) of 
MPEG/3DV was used. This software creates 
the depth map of the intermediate view by pro-
jection from the depth maps of the let and right 
views and their parameters and projects the 
pixels corresponding to the depth value from 
the left and right views to synthesize the inter-
mediate view.

The peak signal to noise ratio (PSNR) of 
the view synthesized from each of (a) the mini-
mum error selection, (b) the average error se-
lection and (c) the adaptive error selection is 
each 31.92 dB, 33.76 dB and 32.65 dB, and the 
PSNR of the synthesized image from the depth 
map in the average error selection was the 
highest. This SN difference comes mainly from 
the difference in accuracy of the depth value of 
minute parts such as glasses. While the subjec-
tive picture quality of the image synthesized by 
the minimum error selection is high, the errors 
are large, as shown in Fig. 14. 

As shown in Fig. 15(a), this error stems 
from that the position of illuminating ray spec-
ularly-refl ected on the glass differs per glass. In 
the minimum matching error selection, as Fig. 

value selection for the matching error.
In the minimum error selection, the depth 

value of the edge part of the table has been 
sharply derived, which confi rms the resistance 
to occlusion. Reversely, the depth value of the 
glass is rather coarse which seems to be affect-
ed by the pseudo-matching.

In the average error selection, the depth 
value of the glass is fi nely derived, which con-
fi rms the resistance to the pseudo-matching. 
Adversely, the blurring is observed at the depth 
value of the edge part of the table, which indi-
cates vulnerability to occlusion. The large dif-
ference in the depth values of the background 
between on the left and right sides results from 
the strong infl uence of the depth value of the 
neighboring parts with texture in the smooth-
ing process for determining the depth value due 
to the plainly black background with little tex-
ture that does not lead to a large matching error 
for any depth value. In regard to parts without 
texture, even if the intermediate view is synthe-
sized by erroneous depth value, the degrada-
tion of image quality can be hardly detected. 
However, if the depth value of dark objects 
such as the speaker pole in the scene is errone-
ous, there is the problem of the disappearance 
of the background and the appearance of the 
double image.

When adaptively selecting the minimum 
error or the average error, the depth value of the 

View 40 synthesized from View 39, 41Fig.13

(a)  Minimum matching 
error selection 
(31.92dB)

(b)  Average matching 
error selection 
(33.76dB)

(c) Adaptive error selection (32.65dB)

Difference between synthesized view 
and camera view

Fig.14

(a)  Minimum matching 
error selection

(b)  Average matching 
error selection
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Fig. 16, because regarding the depth value of 
the part at which the speaker pole and the semi-
transparent fi lm overlap with each other in the 
synthesized view, while the depth value of the 
semitransparent fi lm is prioritized in the mini-
mum error selection, the depth value of the 
semitransparent fi lm was not properly obtained 
in the average error selection and converged at 
a depth value at which the background poles do 
not overlap in the 3 camera images.

In the view synthesized from the depth map 
of the adaptive error selection, although the 
PSNR slightly decreased, the speaker pole be-
hind the semitransparent fi lm is properly syn-
thesized and the problem of the double image 
of the speaker pole leg to the right of the table 
is also resolved.

Figure 17 gives a graphic representation of 
the PSNR change of View 40 that is synthe-
sized after acquiring the depth of View 39, 41 
from the Champagne Tower sequence 300 
frames in the adaptive error selection. The 
adaptive depth estimation method studied at 

15(a) shows, since the depth value is estimated 
in the way that a different right spot position 
matches per camera, it does not become correct 
corresponding point matching and the estimat-
ed depth value is erroneous. Thus, the image 
synthesized by using this slight deviates from 
the camera-captured image, which leads to de-
teriorated SN. 

In the average matching error selection, 
there is no depth value at which the bright spots 
of the 3 camera images simultaneously match 
and any estimated depth value has similar 
matching errors. When smoothing this match-
ing error by Graph Cuts, the depth value is de-
termined in the way that the difference from the 
depth value of the neighboring pixels that has 
been correctly matched becomes small, the 
depth value of bright spot also becomes almost 
correct.

Conversely, in the image synthesized from 
the depth map by the average error selection, 
although it is observed that the leg of the right-
most speaker at the table becomes a double im-
age, the PSNR is not hugely affected due to the 
dark object. The double image was caused be-
cause the matching error did not grow high 
even at the incorrect depth value due to the tex-
ture with the dark leg and the depth value of the 
neighboring table had a profound effect in the 
smoothing process of the depth value to lead to 
the erroneous depth value of the leg part of the 
speaker.

Furthermore, the right-hand speaker pole 
viewed through the semitransparent fi lm 
wrapped around the table is halfway to disap-
pearing in the minimum error selection, but 
neither in the average error selection nor in the 
adaptive error selection. This is, as shown in 

PSNR (dB) of the synthesized image of 
Champagne Tower 300 frames

Fig.17

Matching for specular refl ectionFig.15

(a)  Minimum matching 
error selection

(b)  Average matching 
error selection

Depth estimation of semitransparent ob-
ject

Fig.16

(a)  Minimum error 
selection

(b)  Average error 
selection
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For this coding of viewpoint images and 
the depth map, as Fig. 19 shows, the existing 
image coding (AVC, MVC etc.) can be utilized. 
When using AVC, each viewpoint image and 
each depth map are coded as individual video 
image streams. When using MVC, since cod-
ing proceeds with the disparity-compensated 
prediction being conducted between viewpoint 
images or between depth maps, the coding ef-
fi ciency is improved, however the viewpoint 
image and the depth map are separately coded. 
These are collectively called the multi-view 
image and depth base coding (MVD: Multi 
View Depth).
3.3.2 Coding of layered depth image

Just as the intermediate viewpoint image 
can be projected using the depth map, the view-
point image and the depth map to be coded it-
self, as shown in Fig. 20, can be also projected 
from one viewpoint image or one depth map. 
Only the occlusion part cannot be projected. 
Thus, if only the occlusion part is additionally 
coded, the data to be coded can be largely re-
duced. This is called the layered depth image 
base coding (LDV: Layered Depth Video). In 
regard to coding of LDV data, each viewpoint 
image, each depth map and the data of each oc-
clusion part can be individually coded by AVC 
or MVC.

Although this method is valid for the case 

NICT provides the PSNR about 1 dB higher 
than the minimum error selection method, and 
thus its effi cacy is confi rmed.

3.3 Coding
In the following, we will discuss how to 

code and decode the estimated depth map and 
the viewpoint image and how to synthesize the 
intermediate viewpoint image from the decod-
ed viewpoint image and the depth map, and 
what is considered in MPEG.
3.3.1 Coding of multi-view images and 

depth map
When the depth map of multi-view image 

is obtained, as shown in Fig. 18, the intermedi-
ate viewpoint image can be synthesized by pro-
jective transformation, all the viewpoint imag-
es do not need to be coded, it is enough to code 
only a small number of viewpoint images and 
their depth maps. If the accuracy of the depth 
map is high enough, the quality of the synthe-
sized viewpoint image is also high. However, if 
the accuracy of the depth map acquired on the 
decoding side is not high enough, the error of 
the synthesized viewpoint image also needs to 
be coded.

Multi-view image synthesis form depth 
images

Fig.18

MVD base codingFig.19

Conversion from MVD to LDVFig.20
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does not drastically vary, the synthesized im-
age has little distortion. In order to further re-
duce the noise of the synthesized image, the 
object boundary is fi ltered and the inter-frame 
fi lter is applied for still parts.

4 Conclusion

In the above, the coding method of multi-
view image that the MPEG group affi liated 
with ISO has been standardizing was intro-
duced, and the adaptive depth estimation inves-
tigated at NICT discussed. The multi-view im-
age is the fundamental element for 3D images 
and free viewpoint images, which would seem 
to become more important in the days to come.

MVC that takes only the multi-view image 
as the input and conducts the disparity-com-
pensated prediction between viewpoint images 
prediction by translation of pixel block has al-
ready been standardized and begun to be put 
into practical use. 3DV/FTV that aims to ex-
tract the disparity per pixel from the multi-view 
image as the depth map and to achieve a higher 
coding effi ciency seems to be standardized and 
used for glasses-free 3D images and free view-
point images from hereon in. Among these, the 
depth map is not only valid for improving the 
coding effi ciency of the multi-view image, but 
also an important element for generating 3D 
images such as the electronic holography and 
free viewpoint images. For successful applica-
tions of these, it is essential to enable us to eas-
ily obtain the high-quality depth map, which 
has been studied all over the world. We hope to 
expect future development.
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where the disparity between viewpoint images 
is not so large such as the image for multi-view 
display, the coding effi ciency is down in the 
cases of the large baseline length and the large 
disparity. In either case, the bit rate required for 
the depth map is about one fi fth of the view-
point image. Therefore, when using the depth 
map, there is little difference in the coding ef-
fi ciency from the existing methods (MVC etc.) 
with respect to coding of stereoscopic images. 
However, since the code size does not increase 
as far as a certain number of viewpoints, there 
is the characteristic that the more viewpoints, 
the more the coding effi ciency improves.

3.4 Viewpoint image synthesis
In regard to the synthesizing of the interme-

diate viewpoint images on the decoding side, 
when directly projecting viewpoint images on 
the both sides using their depth maps, not all 
the pixels of the synthesized image are fi lled 
and the unprojected pixels leave holes. When 
these are fi lled by the median fi lter or the im-
painting method that copies the neighboring 
pixels, the distortion may occasionally become 
higher in the object with partially different col-
ors and textures. As an alternative, as Fig. 21 
shows, create the depth map of the synthesized 
image at the viewpoint position by the projec-
tion from the depth maps on the both sides, and 
project the pixels corresponding to that depth 
from the viewpoint images on the both sides 
after likewise fi lling the holes of this depth 
map. Then, since the depth of the same object 

Synthesis of viewpoint images by syn-
thesized depth map

Fig.21
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