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1  Introduction

Multimedia information hiding (MIH) is a 
technology that overlays digital information 
onto images, sounds, text and other multime-
dia contents. In this day and age when the 
amount of multimedia contents created and 
distributed is rapidly increasing, MIH is an 
important application security technology [1]. 
MIH can be broken down into subcategories 
depending on the objective of the information 
overlay. Subcategories include digital water-
marking, which is used to claim rights by add-
ing copyright information to contents; digital 
fingerprinting, which is used to identify the 
party distributing information by adding 
unique information for each recipient; and 
steganography, which safely communicates 
confidential information to specific recipients 
while hiding the fact that the information was 
overlaid.

We have continued our research on a new 
method of information hiding focusing on 
documents [2][3]. In striving to further apply 
MIH technology to disaster management, we 
have developed Public Address Information 
Hiding (PAIH), a technology that communi-
cates detailed warning information such as 

position and details about events to surround-
ing areas by overlaying that information onto 
siren sounds emitted by ambulances and other 
emergency vehicles [4]–[7]. We will summarize 
and evaluate PAIH in this paper.

2  Summary and purpose of PAIH

2.1  PAIH summary
PAIH is a technology that allows siren 

sounds overlaid with information to be gener-
ated and transmitted through the air and to be 
extracted through terminals that receive 
sounds. The hardware consists of a transmitter 
that generates siren sounds embedded with 
information and a receiver that receives those 
siren sounds and extracts and displays the 
embedded information.

2.2   Differences between digital audio 
watermarking and PAIH

PAIH is different from common digital 
audio watermarking in that it is intended sim-
ply for warning sounds whose only purpose is 
to attract attention. The information overlay 
allows a tolerance of original sound distortion 
as large as is perceptible. While common dig-
ital audio watermarking is used mainly on dig-
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itized music files to protect musical copyrights 
and the like, PAIH is intended for sounds 
transmitted through the air, so the embedded 
information has a reliable robustness and does 
not disappear even if the sound quality suffers 
because of interference from noise in the sur-
rounding area.

Audio Orthogonal Frequency Division 
Multiplexing (OFDM) aimed at overlaying 
information related to broadcast speech has 
been proposed as a digital audio watermarking 
technology for sound transmitted through the 
air [8]. Audio OFDM is a method that keeps 
only low-frequency components, in which 
most basic frequencies of broadcast audio sig-
nals are concentrated, in their original state 
while substituting diffusion signals through 
information for high-frequency components. 
Relaxing restrictions on sound quality deterio-
ration has allowed stronger resistance for 
transmission by air and enabled greater 
amounts of information to be communicated 
by this method. However, Audio OFDM is 
essentially a medium for embedding long, 
complex sounds with a lot of space, such as 
music and speech signals. In contrast, PAIH is 
intended for very simple audio signals like 
sirens, whose acoustic properties are extreme-
ly simple and have little redundancy. Applying 
information hiding to these types of sounds 
has never been examined before because it 
was difficult for past digital audio watermark-
ing methods to deliver sufficient quantities of 
transmittable information for such sounds.

Furthermore, since warning sounds are 
often emitted by emergency vehicles traveling 
at high speeds, and since signal decoders are 
often on the move as well, receivers receive 
sound signals that have been shifted by the 
Doppler effect. The Doppler effect is a pitch 
scaling effect that alters the pitch of a sound in 
relation to time with respect to the speed at 
which the source of the sound is moving 
toward the point of reception and vice versa.

Digital watermarking for music is also 
expected to withstand a pitch scaling attack of 
around 5% (in other words, the watermarked 
information does not disappear even if the 

pitch changes up or down 5%) as an assess-
ment item on its resistance [9]. However, the 
pitch shift added to the sound received from a 
vehicle traveling at high speeds on a highway 
is greater than 5%, and the change in relation 
to time is pronounced. What’s more, the sound 
changes discontinuously at the moment of 
intersection. For example, if the sound source 
passes in front of the point of reception at 80 
km per hour, there is a ±7% pitch shift in rela-
tion to time. Music contents lose their value 
when sound quality deteriorates because of 
discontinuous pitch shifting, and it has been 
determined that the need to detect watermark-
ing vanishes in those cases. This is why we 
did not decide to apply digital audio water-
marking to cases where the sound source and 
point of reception are moving.

2.3  PAIH applications
PAIH could possibly function as a secret 

transmission of information to specific recipi-
ents or as a broadcast to the surrounding area 
of detailed warning information related to 
sirens. An example of the former would be a 
mobile telephone terminal equipped with 
PAIH. If a fire engine passed by with its sirens 
wailing as you walked through town, you 
could very quickly acquire information about 
where the engine was headed from the sound 
of the sirens. An example of the latter would 
be car navigation systems equipped with 
PAIH. If an emergency vehicle approached 
with its sirens wailing, the navigation systems 
could receive information, such as which 
direction the engine is headed, that could help 
drivers avoid getting in the way of the emer-
gency vehicles. 

It is easily possible to use wireless com-
munication to transmit the kind of information 
transmitted by PAIH without overlaying infor-
mation onto sound. However, with respect to 
universal information communication, the 
relationship between warning sounds and 
events to be communicated need to be con-
nected in a format that people can perceive is 
important. In other words, since information is 
embedded in the warning sound itself, PAIH 
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will enable people to intuitively understand 
the relationship between the warning sound 
that they can hear and information received 
and extracted from it by a machine. In addi-
tion, transmitting information via warning 
sounds is sufficient when the sounds can reach 
the area in which all intended recipients are 
located. Using wireless communication in 
those cases would cause the information to 
travel outside of that area without purpose and 
could cause confusion. Furthermore, it is 
important to prepare redundantly as many 
methods of communicating information as 
possible for disasters, emergencies and other 
unforeseen situations, and PAIH could be one 
of those methods.

We have developed PAIH to be used on 
siren sounds emitted by Japanese ambulances. 
The sounds we referenced are defined by an 
announcement from Commissioner of the Jap-
anese Fire and Disaster Management Agen-
cy [10] as two repeating sounds, one high and 
one low, with the basic frequency of the high 
tone at 960 Hz and that of the low tone at 770 
Hz, with the length of each tone set to 0.65 
seconds for a complete cycle of 1.3 seconds. 
These are rough values; there is some wiggle 
room in information overlay to account for 
some measure of modification to the composi-
tion and length of the warning sounds.

In the following chapters, we will discuss 
the results of comparative examinations on 
multiple methods of applying PAIH intended 
for use on this type of siren.

3   Method 1: embedding for a con-
tinuous length of time

3.1  Summary
As we explained in Section 2.2, PAIH 

requires a method which is not affected by the 
pitch shift. What sticks out about changes 
undergone during transmission through the air 
are audio signal component distortions. Rever-
berations and the Doppler effect cause the 
composition to change. However, a large per-
centage of those changes are signal expan-
sions and contractions with respect to time, 

and the distortion is minor. Thus, it should be 
possible to extract information by aligning the 
continuous length of time of the simple tone 
emitted (0.65 seconds for each tone) with the 
embedded information, expanding and con-
tracting that length of time, and measuring 
that expansion and contraction on the receiv-
ing end.

Figure 1 shows a summary of Method 1. 
Here, when we contract the length of time 
from 0.65 seconds to 0.55 seconds, the value 
is zero, and when we expand it to 0.75 sec-
onds, the value is one. Since we embedded 
one bit for each 0.65 seconds or so, the trans-
mission rate is around 1.8 bps.

3.2  Evaluation
We did not use sounds transmitted through 

the air in our evaluation; we performed a sim-
ulation with SN range +10 to −20 dB due to 
white noise inside the computer to evaluate 
the robustness. In addition, we performed 
experiments simulating the Doppler effect 
(sound source moving at 80 km/h; receiving 
end at 5 km/h; in random directions). The ver-
tical axis of Fig. 2 represents the rate of infor-
mation extracted properly (detection rate), and 
squares denote cases in which there was no 
Doppler effect while circles indicate that there 
was a Doppler effect.

The results of the experiments are as fol-
lows:
 • It was possible to extract all information 

when there was no Doppler effect, even 
when the acoustic pressure of background 
noise was greater than the warning sound 
(negative SN ratio).

Fig.1 Summary of Method 1 (horizontal axis 
represents time)
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 • It was possible to extract all information 
when there was a Doppler effect when the 
acoustic pressure of background noise was 
less than the warning sound (positive SN 
ratio), but the detection rate plummeted 
when background noise was greater.

We performed our evaluations without 
knowing the extent to which the Doppler 
effect was present in simulations. Thus, we 
calculated the cross-correlation between each 
of the simple tones of 770 Hz and 980 Hz and 
the sounds received to detect the continuous 
length of time, which is the amount of time 
the relationship of the pitch of that value con-
tinued. We calculated some acute correlation 
values for cases where there was no Doppler 
effect, but the correlations shrank when there 
was a Doppler effect and, as a result, it 
became easier to be buried within background 
noise. Thus, robustness to background noise 
was strong in cases where there was no Dop-
pler effect, but resistance could be considered 
weak in cases where there was a Doppler 
effect. As a way to improve on this, we could 
incorporate things like estimating the maxi-
mum velocity of emergency vehicles and con-
sidering the range of pitch shifts into basic fre-
quency detection. 

Problems other than the detection rate 
could be due to the fact that the amount of 
information that can be embedded is small, 
and that siren sounds falling out of rhythm 

will sound very strange. Thus, we have deter-
mined that it would be difficult to put Method 
1 into effect. 

4   Method 2: embedding into har-
monic overtones

4.1  Summary
Method 1 performed well against back-

ground noise, but when the Doppler effect was 
present, it was weak. When a pitch expands or 
contracts, it changes all frequency components 
of the original signal to m times that frequen-
cy. Here, we examined the method of adding 
harmonic overtones that fit with embedded 
information to the siren sounds. Harmonic 
overtones become chords when they overlap 
and, acoustically speaking, they are pleasant 
to hear. We assigned m0 for situations where 
the harmonic overtone ratio showed “0” for 
information; and m1 when it showed “1” for 
information. The sound source of an ambu-
lance is actually emitting a single frequency 
component (f0), but when harmonic overtone 
m0 is added, the frequency component splits 
into two, f0 and m0f0. Meanwhile, when the 
Doppler effect causes the system to undergo d 
times the pitch expansion and contraction, the 
frequency components at the point of recep-
tion are df0 and dm0f0. In other words, since 
the basic frequency and harmonic overtones 
are both undergoing the same pitch expansion 
and contraction, the relationship between 
components that display information is main-
tained at m0. If we extract information at that 
time, we first analyze the frequency of signals 
received and then identify basic frequency df0. 
Next, we investigate the strength of each com-
ponent on each harmonic overtone of df0 and 
select the strongest elements to be embedded 
by estimating dmf0 added to information over-
lay and calculating m, which is the ratio 
between dmf0 and df0 already identified. Fig-
ure 3 presents a summary of this method.

4.2  Evaluation
As we did for Method 1, we did not use 

sounds transmitted through the air to evaluate 

Fig.2 Results of Method 1 evaluation
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Method 2. We performed a simulation with 
SN range +20 to −10 dB adding white noise 
within the calculator to evaluate the robust-
ness. In addition, we performed experiments 
simulating the Doppler effect (sound source 
moving at 80 km/hr; receiving end at 5 km/h; 
in random directions) the same as in the Meth-
od 1. Figure 4 shows the simulation results. In 
the experiment, seven types of information 
bits were represented by seven different har-
monic overtones. The bit rate was log27/0.65 
because we embedded information once every 
0.65 seconds, and we were able to transmit 
more information than we were when using 
Method 1.

The results of the experiments are as fol-
lows:
 • It was possible to extract all information bits 

when the warning sound had acoustic pres-
sure at least 10 dB greater than background 

noise, regardless of the presence of the Dop-
pler effect. The SN ratio must be 5 dB or 
greater in order to achieve a detection rate of 
70%.

 • There were no significant differences when 
we compared results respective to whether 
or not the Doppler effect was present. Thus, 
this method can be said to be robust against 
the Doppler effect.

This method is inferior to Method 1 in 
terms of resistance to background noise; how-
ever, it resists the Doppler effect better, is 
more acoustically pleasing, and can transmit a 
greater amount of embedded information than 
can Method 1. Thus, we are going to continue 
to add improvements to this method.

5  Method 2 improvements

5.1  Summary
Method 2 resists the Doppler effect well 

but is weak against background noise. We 
tried to raise robustness to background noise 
by incorporating spread-spectrum encoding 
and error correcting code into the transmit 
code strings for Method 2. The code strings 
transmitted showed values of 0 and 1. Corre-
sponding harmonic overtone ratios were k0 
and k1, respectively, which had values of 2 and 
1/2, respectively. As Fig. 5 demonstrates, each 
code transmitted was diffused in the direction 
of the time axis by spread code strings (PN 
grouping) shared between the signal generat-
ing and signal decoding ends. We estimated 
code strings transmitted by taking the scalar 
product of the signal decoding end and the PN 
grouping. In addition, we added parity bit 
strings for every five bits of transmit code 

Fig.3 Summary of Method 2

Fig.4 Results of Method 2 evaluation

Low Tone High Tone
Information Bits

Image when embedding (0,1)

Fig.5 Adding Spread-Spectrum to Method 2



Journal of the National Institute of Information and Communications Technology  Vol. 58 Nos. 1/2   2011188

strings through (15,5) -BCH error correcting 
code. It was possible for the error correcting 
code to correct up to three errors for every 15 
bits.

5.2  Evaluation
We evaluated how information detection 

for this improved method resisted white noise 
and pitch shifts (Doppler effect on the signal 
encoding side due to motion of sound source) 
by performing a computer simulation. Figure 
6 shows detection error rates when messages 
were sent at 4 bps. The pw in the figure is the 
maximum width of the coefficient for pitch 
shifts undergone by the siren signals at 
0.5-second intervals, and it represents what 
arrived on the signal decoding end after all 
frequency components of signals transmitted 
were multiplied by 1‒pw to 1+pw over 0.5-sec-
ond intervals.

Through the results of this experiment, we 
verified that error rates for detection of trans-
mitted bits were held below 10% when pitch 
shifting was pw=0.1 or less, even in environ-
ments with white noise at a ‒5 dB level. As we 
discussed in Section 2.2, pw is around 0.07 
when the sound source is moving at a maxi-
mum of 80 km/h, so this method could be pre-
cise enough for practical use.

We evaluated the proposed method at first 
not by transmitting sounds through the air but 
by adding white noise and pitch shifts to the 
inside of the computer. The results of this 
evaluation showed us that the improved ver-

sion of Method 2 had promise, so we contin-
ued by building a prototype system based on 
the improved version Method 2 and by evalu-
ating the detection rate on sounds that were 
actually transmitted through the air. Figure 7 
shows what the evaluation experiment looked 
like. The speaker connected to the computer 
on the right side emitted siren sounds, and the 
microphone connected to the computer on the 
left collected those sounds and detected infor-
mation.

The results of this experiment showed us 
that, though it was possible to detect informa-
tion in the open air to some extent, it was 
nearly impossible to do so in closed spaces 
such as meeting rooms. We suspected that the 
effects of reverberating waves were the cause. 
In environments where sound reverberates, 
such as closed spaces, direct waves from the 
transmitted sound reach the signal decoding 
end as well as reverberations from the original 
sound some time afterward (essentially, dupli-
cations of the direct waves). This significantly 
disturbs the process of decoding the code dif-
fused throughout the time axis.

5.3   Further improvements and imple-
mentation of Method 2

We decided to make an additional 
improvement to Method 2 to lessen the effects 
of reverberations described in Section 5.2 by 
diffusing code over the frequency axis instead 
of the time axis. The harmonic overtone ratio 
k(n) with respect to diffused code grouping 
m(n) is defined by the following formula:

Fig.6 Improved Method 2 detection error 
rate on white noise and pitch shifts

Fig.7 Experiment on detection rate from 
transmission through Air – Evaluation 
Results
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k(n) = n + 1 + α × (‒1)m(n)

          (n=1 . . . N, 0 < α < 0.5)

If k(1) makes a harmonic overtone of 2, 
k(1)=2+α if m(1)=0; and k(1)=2−α if m(1)=1.

In that case, message m=1. Thus, if the 
harmonic overtone is skewed a bit high, it will 
send the “0” message, and if it is skewed a bit 
low, it will send the “1” message. Siren 
sounds overlaid with information will simulta-
neously emit the basic frequency of the siren 
itself as well as n simple tones from harmonic 
overtone components determined by the har-
monic overtone ratio. Figure 8 describes siren 
sounds embedded with information by using 
this method. The vertical axis represents fre-
quency, and the horizontal axis represents 
time. We can see that each harmonic overtone 
vibrates up and down in response to the “0” 
and “1” messages.

When we first started developing this 
method, we imagined being able to free text to 
overlay as information since we were thinking 
of space to transmit arbitrary messages. How-
ever, the slow transmission rate and detection 
errors showed us that allowing free text would 
not be practical. Thus, we decided that the sig-
nal generating and signal decoding sides 
would share a message table and send only 
strings of symbols defined in relation to the 
messages to be sent. As a result, the freedom 
of options for messages would be limited, but 
both the apparent message transmission vol-
ume and the rate of information detected cor-

rectly would likely improve drastically since 
information to be overlaid would be limited to 
short strings of symbols defined on the mes-
sage table.

We developed a prototype system equipped 
with the above improvements in 2009. Figure 
9 shows the structure of this system.

This system is composed of a signal gener-
ator that generates sirens overlaid with infor-
mation and a signal decoder that extracts 
information from those siren sounds that come 
out of speakers. We will discuss the details of 
each component below.

(A) Signal Generator
1.  Electric siren signal generating function

Generates siren signals based on an 
announcement from Commissioner of the 
Japanese Fire and Disaster Management 
Agency [10]. 

2.  Message selection function
Presents defined messages that can be 
selected from the message table.

3. Error correcting code (ECC) function
Creates error correcting code.

4. Diffusion treatment (PN) function
Performs diffusion treatment on bit 
strings in the direction of the frequency 
axis.

5. Information embedding function
Converts the message selected through 
the message selection function into 
strings of symbols based on the message 
table, and then overlays them onto the 
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Fig.8 (L) Siren sound not be overlaid with information; (R) Siren sound overlaid with information by 
using Method 2 with additional improvements
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siren signal.
6. Sound output function

Generates and outputs siren signal sounds 
overlaid with information. As a simula-
tion function for us, it has the ability to 
overlay outside distractions (background 
noise, Doppler effect). Output of signal 
sounds generated is done through speech 
files and speakers.

(B) Signal Decoder
1. Sound input function

Inputs sound via microphone or speech 
files.

2. Frequency analysis function
Analyzes the frequency of input sounds.

3. Harmonic detection function
Detects harmonic waves and has the abil-
ity to determine siren signals. 

4. Inverse diffusion function (1/PN)
Performs inverse diffusion on bit strings 
corresponding to the diffusion treatment 
performed by the signal generator.

5. Error correction function (ECC)
Correct errors on bit strings. 

6. Synchronous function

Performs synchronous processing that 
detects the beginnings of overlaid strings 
of symbols.

7. Message conversion function
Converts decoded strings of symbols into 
messages from the message table.

The 2009 version of this method was set 
up such that the signal generator selected three 
messages and the signal decoder extracted 
those messages. Specifically, the signal gener-
ator selected ambulance location, route, and 
destination and transmitted such messages as, 
“The ambulance departed from Location A 
and is en route to Hospital B via Road C.” 
This version of the method converted overlaid 
information transmitted through siren sounds 
into character strings that displayed those 
three pieces of information. A pound symbol 
(#) identified the end of the string and was fol-
lowed by three numerals to create a string 
with a total of four two-byte characters. The 
method would post that single set of character 
strings in the time it took the siren to repeat 
two high-low tone cycles. Figure 10 shows the 
2009 version application screen. The three 

Fig.9 Structure of prototype system developed in 2009
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pieces of information are selected in the upper 
left of the signal generator application to the 
left in Fig. 10, and the three-numeral codes 
that correspond to those pieces of information 
(defined in the message table) are displayed in 
the window on the upper right. The signal 
decoder detected those numerical strings in its 
application to the right in Fig. 10 and referred 
to the message table before displaying mes-
sages in the window to the lower right.

5.4   Developing applications associat-
ed with GPS and GIS

In 2010, we developed applications to be 
used with GPS receivers and Google Maps 
and installed them onto Windows PCs in order 
to realize our vision of having them installed 
in car navigation systems as described in Sec-
tion 2.3.

The signal generator application acquires 
information about longitude and latitude from 
GPS receivers, embeds it into siren sounds, 
and sends it. The signal decoder application 
takes information about its own longitude and 
latitude from the GPS receiver and combines 
it with the information generated by the signal 
generator, which it has extracted from the 
siren. It then shows this information on 
Google Maps. 

The longitudes and latitudes must send off 
coordinates to five significant digits in order 

to achieve precision of position down to one 
meter, so the required amount of information 
is 00.00000 to 180.00000 for longitude (0˚ to 
180˚; just short of 25 bits) and 00.00000 to 
90.99999 for latitude (0˚ to 90˚; just short of 
24 bits). Meanwhile, the Shift JIS character set 
includes spaces but not DEL, and the total of 
one- and two-byte characters is 11,438 
(11,391 for Shift_JIS-2004). If we avoid 
adjoining characters and use 4,096 characters 
for bit strings in order to reduce the detection 
of errors, we can display 12 bits for each char-
acter. Thus, the number of characters required 
to send longitudes and latitudes is five 
(24+25)/12, and when the pound symbol (#) 
identifying the end is included, the method 
transmits strings with a total of six two-byte 
characters. The method posts that single set of 
character strings in the time it takes the siren 
to repeat three high-low tone cycles. Figure 11 
shows the 2010 version application screen. In 
the signal generator application, character 
strings converted from the unit’s own posi-
tional coordinates acquired through GPS (dis-
played on the upper left of the screen) are dis-
played in the window to the upper right of the 
screen. The signal decoder application dis-
plays both its own position acquired through 
GPS (displayed in the lower left of the screen) 
and signal generator position converted from 
the decoded character strings (displayed in the 

Fig.10 (L) 2009 version signal generator application screen; (R) 2009 version signal decoder applica-
tion window
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lower right of the screen) on Google Maps. A 
green pin denotes the signal decoder position, 
and a red pin shows the signal generator posi-
tion. A line of pins denotes the paths taken by 
both the signal generator and the signal decod-
er when both of them are in motion.

6  Discussion

We have proactively demonstrated and 
explained PAIH at various exhibitions and 
public venues since 2009, when we were first 
able to achieve practical detection capabilities.  

For example, we presented PAIH at the 
National Research Institute of Fire and Disas-
ter Open House on April 16, 2010; at the 
G-Spatial EXPO on September 19–21, 2010; 
and the Risk Control Convention in Tokyo on 
October 6–8, 2010. PAIH frequently appears 
in the media since it is a completely unique 
technology that is easy to visualize intuitive-
ly [11]–[13].

Vehicle Information Communication Sys-
tems (VICS) and other such technologies that 
understand the positions of vehicles exist to 
contribute to moving traffic along, and VICS 

Fig.11 2010 version application screens

Signal Generator Application Screen

Signal Decoder Application Screen
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may even be able to make our vision of trans-
mitting information about the positions of 
emergency vehicles a reality. However, PAIH 
does not rely on communicating information 
to a central location to be managed in a con-
centrated manner; all it needs is one sender 
vehicle and one receiver vehicle to work. 
Thus, one plus for PAIH is that the hurdle of 
introducing it into use is low. For example, 
suppose that it is being used by a fire depart-
ment in a sparsely populated area with only 
one ambulance. From that point, it only has to 
be installed in the surrounding residents’ car 
navigation systems to work successfully. This 
is a feature that cannot be duplicated by sys-
tems that manage information in a concentrat-
ed fashion.

7  Conclusion

In this paper, we discussed PAIH, a tech-
nology for applying digital watermarking to 

siren sounds emitted by ambulances and other 
emergency vehicles as a way to use MIH tech-
nology to manage disasters. To expand the 
prevalence of this technology, we must first 
focus on the sending end, working together 
with siren manufacturers to verify and evalu-
ate whether the quality of these siren sounds is 
enough to work its way into common knowl-
edge when emitted at actual volumes. We also 
have work to do on the receiving end, first 
involving manufacturers and getting this sys-
tem installed into car navigation systems, and 
then considering installation into smartphones, 
which are rapidly gaining popularity in recent 
times.
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