
1 Introduction

The research and development of STICS discussed up 
until now was carried out specific to Term A and Term B. 
As a compilation of this five-year research and develop-
ment, this was summarized and an overall test was planned. 
For this reason, this overall test is also referred to as 
Term C, compared to Term A and Term B.

The implementation was carried out in order to evalu-
ate previous testing overall. This included testing equipment 
that was the final result of a combination of the yearly 
Term A satellite/terrestrial network dynamic resource 
control equipment function improvements and testing and 
as well as the various products that were developed in Term 
B, for example the channelizer/DBF equipment and feeding 
section. Tests were also carried out on the large-scale de-
ployed reflector surface module that was used in the test 
of Term B. Using the above equipment, we carried out 
overall demonstration experiments for both Term A and 
Term B together.

Using this equipment, three tests were carried out: a 
disaster communication and reconstruction test, a terminal 
communication test, and a video transmission test. The 
simulations where carried out for normal situations and for 
in the event of a disaster and tests were performed with 
the traffic at the time of Great East Japan Earthquake as 
an example. Results indicated that by using the network 
dynamic resource control equipment based on dynamic 
network technology, priority calls could be connected easily 
for traffic concentration at the disaster site by dynamically 
allocating satellite resources (bandwidth) of up to six times 
the normal values. It also indicated that the actual 

channelizer/DBF band changed dynamically. With this, it 
also indicated that it was possible to utilize finite satellite 
resources effectively in the event of a disaster.

2 Implementation of overall 
demonstration experiment

2.1 Overall demonstration experiment positioning 
and overview

For the overall test in the Term A, we used the satellite/
terrestrial network dynamic resource control equipment, 
and checked the call control operations. Along with this, 
we could also simulate traffic conditions at the time of the 
Great East Japan Earthquake from Northern Miyagi 
Prefecture to Southern Iwate Prefecture. First, we will 
briefly describe these.

The functions performed during call control operations 
were as described below. By implementing the following 
call controls for call requests from actual communication 
terminals, actual voice communications could be carried 
out by dynamically switching the route.

(1) When within a terrestrial base station area
	 ⇒	Call requests to the terrestrial base stations

(2) When the links are not free at the terrestrial base 
stations or when outside the area

	 ⇒	Call requests to the satellite stations
(3) When the links are not free at the satellite stations

 ⇒	If it is a general non-priority terminal, call request 
is lost

 ⇒	 If it is a priority terminal, call request succeeds 
by disconnecting a call on a priority terminal

(4) When the terminal conducting a call via a terrestrial 
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base station is moved outside the area
 ⇒ Handover to a phone call using a satellite 

station
(5) Non-priority terminals and priority terminals are 

differentiated.
In order to clarify the usefulness and issues of the satel-

lite/terrestrial integrated mobile communication system, 
we built a simulation environment by simulating a traffic 
environment similar to the Great East Japan Earthquake. 
Moreover, we checked the call control functions of actual 
communication terminals when a disaster occurs, and we 
confirmed the superiority of the priority terminals. 
Although its results were described in Chapter 2-7, we will 
provide another overview of the simulation here.

For simulating the traffic situation of the Great East 
Japan Earthquake, we selected the region from Northern 
Miyagi Prefecture to Southern Iwate prefecture, focusing 
around areas with maximum seismic intensity range and 
surrounding coastal areas. We posited the simulation pe-
riod as starting at 14:00 on 2011/03/11, before the earth-
quake, until 02:00 on 2011/03/12 after it struck. Moreover, 
for the traffic model, we used the time series data[1] of traffic 
at the time of the Great East Japan Earthquake, as presented 
by NTT DoCoMo. Figure 1 shows the simulation area and 
Fig. 2 shows the time series of the traffic situation. Figure 2 
shows a comparison with normal conditions, for the calls 
outgoing from the affected areas. This shows that there was 
a sudden increase in traffic after the earthquake, the maxi-
mum value was recorded between 15:00 and 16:00, and 
then there was a gradual decrease with the passage of time.

For the simulation area, ideally the entire cover area of 
STICS should have been evaluated, but we restricted it to 
a smaller selection of areas due to computer capacity. Also, 
we considered the simulation period to be a period before 
and after the occurrence of the earthquake, and we took 
the point at which the traffic had reduced in the middle of 
the night to be the end point, being 02:00 in the 
morning.

From the call loss occurrence situation at the terrestrial 
base stations and the call loss occurrence situation at the 
priority terminals, we simulated and evaluated the useful-
ness of the satellite/terrestrial integrated mobile communi-
cation system and the priority terminal control methods. 
The result was, in the event of a large-scale disaster, al-
though it was difficult for the number of links at the satellite 
stations assumed at this stage to accommodate the entire 
demand of the phone calls at the disaster site, when we 
paid attention especially to the priority terminals that 

should have established communication links, it was pos-
sible for the satellite stations to accommodate most of the 
calls by forcibly ending phone calls on non-priority termi-
nals. This made the satellite stations extremely effective. 
Moreover, we could also confirm that in a congested state, 
call requests could be made with the actual communication 
terminal as the priority terminal, and priority controls 
could also be implemented, such as by establishing lines 
using the satellite stations.

Moreover, the outcome of Term B led to the implemen-
tation of low sidelobe technology, super multi-beam form-
ing technology, and overall demonstration of Term B, 
which included implementation of the channelizer/DBF 
equipment and primary feeding section inside a large an-
echoic chamber, and further, led to a test combining the 
separately developed large-scale deployed reflector surface 
module. As part of this, we did an actual test in a state that 
emitted the radio waves in an anechoic chamber, and by 

Fig.F 1　Area of simulation and allocation of terminal

Fig.F 2　Time dependence of traffic at the Earthquake[1] 
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confirming beam formation along with reconfiguration of 
the transmitting channelizer, we verified that we could 
switch to a desired communication bandwidth. Further, we 
implemented a test to confirm overall functionality and 
transmission characteristics through the QPSK signal for 
the developed channelizer/ DBF, and to transmit video and 
voice using the modem.

The objective of the overall Term C test was to construct 
products developed in Term A and B inside the anechoic 
chamber, and implement large-scale verification experi-
ments using actual radio waves. For that experiment sce-
nario, we used the scenario that was used in the overall 
test of Term A wherein the traffic of the disaster site in-
creased rapidly due to earthquake. By detecting this, we 
increased the disaster site equivalent satellite beam band-
width by restructuring the satellite mounted digital chan-
nelizer developed in Term B. This test is hereafter referred 
to as the disaster communication and reconfiguration test.

Moreover, at this time, we created equipment that 
simulates communication terminals and switched the func-
tions of priority terminals and non-priority terminals, and 
constructed it such that the situation of non-priority ter-
minals and communication terminals at the time of disaster 
could be simulated in the form of a phone call with actual 
voice. We thus implemented the test related to phone calls 
on terminals.

This test is hereafter referred to as the terminal com-
munication test.

Further, in order to realize the extended bandwidth of 
the digital channelizer, we simultaneously built the ability 
to send and receive video. By doing this, construction was 
carried out such that we could detect the difference in the 
transmitted information when the bandwidth is either 
broad or narrow. This test is hereafter referred to as the 
video transmission test.

By carrying out the disaster communication and recon-
figuration test, terminal communication test and video 
transmission test, respectively, which comprise the overall 
test, we demonstrated the effectiveness of the technology 
that was developed in STICS.

2.2 Composition of the test equipment
In order to implement the overall demonstration, we 

implemented the overall demonstration experiment with a 
combination of user stations, satellite stations and feeder-
link stations.

Figure 3 shows the test configuration of the overall 
demonstration experiment. The satellite/terrestrial dynamic 

control equipment (also referred to as the satellite/terres-
trial network dynamic resource control equipment) is the 
test equipment for the Term A side, which generates in-
structions such as satellite bandwidth and DBF coefficient 
based on the traffic monitoring status. This equipment is 
intended to form part of the feederlink station from the 
functional standpoint, in the sense that it creates and sends 
commands to the satellite. The satellite station side consists 
of products that were developed, such as super multi-beam 
transmit and receiving DBF channelizer and primary feed-
ing section, as well as a large-scale deployable antenna, 
wherein the instructions of commands from the feederlink 
station side are executed in its DBF channelizer.

Figure 4 shows the block diagram of these test systems 
configured inside the anechoic chamber, and Fig. 5 shows 
the system diagram between these devices. Moreover, Fig. 6 
shows the layout of each rack. The STICS communication 
system is comprised of feederlink stations, satellite stations 
and user stations.

The functions of each station are explained below.
■ Feederlink station:

Large deployable 
reflector

16 elements 
primary feed

Tx antenna for user 
station

User 
station 2

User 
station 1

Satellite 
station

Feeder link 
station

User 
station

Satellite
station

Feederlink
station

･Voice comm. eq.
・Image comm. eq.

･LDR
・Feeding circuits

･Channelizer/DBF

Overall demonstration eq.

Sat./Terr. Dynamic 
control eq.

Fig.F 3　Total configuration of overall demonstration

Fig.F 4　Detailed configuration of testing setup
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The satellite/terrestrial dynamic control equipment that 
comprises the feederlink station is the equipment that 
serves as the functional center of STICS: it is used to se-
quentially understand terrestrial and satellite 

traffic situations and advance the test scenario. The satellite 
stations and the user stations operate in accordance with 
instructions from the feederlink station. This equipment is 
divided into a satellite feederlink emulator and network 

Fig.F 6　Rack-mount configurations of each stations
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dynamic resource control equipment, wherein the satellite 
feederlink emulator shares the satellite beam arrangement 
and its resource (bandwidth) allocation. The network dy-
namic resource control equipment is like a control tower 
that allocates all traffic including satellite/terrestrial, and 
monitors the traffic situation.
■ Satellite station:

A satellite station has functions corresponding to the 
satellite in the STICS system. It consists of a large 

deployable antenna, small primary feeding section, trans-
mitting channelizer/DBF equipment, and receiving chan-
nelizer/DBF equipment.
■ User station:

User stations consist of voice communication equip-
ment and video transmission and analysis equipment. The 
voice communication equipment is used during scenario 
tests, and the video transmission and analysis equipment 
is used during video transmission tests. Two user stations 
have been created that share identical functions.

Next, we explain the flow of the overall test signals, 
based on the test system diagram of Fig. 5. Voice signals 
and video signals from the user stations were sent through 
the user station’s sending antenna, which was on the an-
echoic chamber ceiling. These signals were received by the 
satellite station.

Specifically, it is reflected by a large-scale deployable 
antenna of the satellite station, converted to an electric 
signal in the small primary feeding section, and input into 
the receiving channelizer DBF equipment. This equipment 
first uses the DBF to form the beam, then performs band 
conversion in the channelizer. The post conversion signal 
is downlinked on the feeder link side, but this function was 
confirmed by a hardwire connection, instead of by trans-
mitting radio waves. Hence, the receiving signal is wrapped 
as it is on the feeder link side, and for that, it is input from 

Fig.F 7　Beam allocations

Fig.F 8　Outline of overall demonstration assumed for disaster
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the feeder link side into the sending channelizer DBF in 
the satellite station. After using this equipment’s channel-
izer to convert signals similar to that on the receiving side, 
it uses the DBF to form the sending beam. After that, the 
signal is transmitted to the user station through hardwire. 
This is because the sending and receiving system, using an 
anechoic chamber, only supports receiving.

2.3 Disaster communication reconfiguration test
2.3.1 Scope of simulation

Figure 7 shows the beam layout used in the disaster 
communication reconfiguration test. The disaster area was 
taken as the disaster site of the Great East Japan Earthquake 

(Miyagi Prefecture vicinity) (red circle part B2). The black 
hexagon shows the simulation area of the test. In the test, 
the satellite resources were concentrated on the disaster 
area during the disaster. Moreover, we input scenarios such 
as traffic change over time, the terrestrial non-functional 
base station situation, etc. into the dynamic control equip-
ment for normal times and during a disaster, and this 
shows that appropriate satellite resources can be selected 
according to the traffic volume.

Fig.F 11　Normal traffic (Network dynamic resource control 
equipment)　　　　　　　　　　　　　

Fig.F 10　Normal traffic (Network dynamic resource control 
equipment)  　　　　　　　　　　　　

Fig.F 9　Testing scenario (A series of procedure on the satellite at the disaster)
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2.3.2 Disaster communication reconfiguration test
Figure 8 shows an overview of the disaster communica-

tion reconfiguration test, assuming a disaster. For the di-
saster and time series changes, we took the Great East Japan 
Earthquake as the example, and built a scenario for the 
disaster occurrence and the sequence of responses on the 
satellite side. Figure 9 shows the test scenario. Simulation 
start time was taken as 14:00:00 on 2011/3/11, and elapsed 
time is expressed as T (sec). The disaster struck at 14:46, 
so T=2760 (sec). Also, starting immediately after the disas-
ter, traffic increased in the disaster area, so the integrated 
network monitoring and management simulation equip-
ment that detected this gave instruction for bandwidth 
increase to the satellite side by using the channelizer, and 
on the satellite side, the corresponding beam’s bandwidth 
was increased. Normally, the bandwidth of this beam is 
4 MHz, but this was expanded to 8 and 16 MHz in steps, 
and it was finally expanded to 25 MHz. This situation 
continued until the traffic calmed down, and 
at T=30400 (sec) (22:27:20) it was brought back to 
16 MHz, at T=32650 (sec) (23:04:00) it was brought 
back to 8 MHz, and returned to the normal 4 MHz 
at T=32920 (sec) (23:08:40).

First, Figures 10 and 11 show the traffic situation (Step 2 
at normal times (T=2750 (sec)). From Figure 10, we con-
firmed that the ratio of phone calls to the terrestrial network 
capacity was about 40%. Moreover, from Figure 11, we 
confirmed that the state of the base stations was normal 
(blue color) in the entire area.

Figures 12 to 14 show the traffic situation of satellite 
stations at normal times. The satellite resource allocation 
at normal times was the resource allocation in equal inter-
vals (4 MHz) within repeating 7-cell reuse frequencies, as 
understood from the lower part of Fig. 12. Moreover, the 
upper part of Fig. 12 shows that there is a correlation be-
tween the beam layout and satellite resource allocation, 
with the disaster site beams indicated specifically in red 
color and others in light blue color, which also indicates 
that allocation was done evenly for 7-cell beams. Figure 13 
shows the change over time of the satellite capacity, which 
is also a normal situation. Figure 14 shows the DBF band 
related to disaster site beam at this time. This is also even 
allocation at 4 MHz of bandwidth.

Next, Figures 15 and 16 show the traffic situation im-
mediately after the disaster (T=2770 (sec)) (Step 3). From 
Figure 15, we confirmed that the terrestrial phone call ratio 
is almost 100%, and from the pink bar graph, we confirmed 
that there were call losses at some of the base stations. 

Moreover, Figure 16 shows the situation of the base sta-
tions, indicating that system capacity was exceeded (yellow 
color). Figures 17 to 19 show the traffic situation of satellite 
stations at the time of the disaster. As shown in red at the 
lower part of Fig. 17, some of the beam band was expanded 
from the normal 4 to 25 MHz, and its status at the disaster 
site is evidenced by the beam layout diagram on the upper 
part of the Fig. 17. With this, each of the beams outside 
the disaster area had 0.5 MHz of allocation. Moreover, 
Figure 18 shows the change over time of disaster site beam 

Fig.F 12　Normal traffic (frequency allocation)

Fig.F 13　Normal traffic (Satellite feederlink station emulator)

Fig.F 14　Normal traffic (DBF test equipment)
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Fig.F 16　Traffic state just after the disaster (Network dynamic 
resource control equipment)　 　　　　　

Fig.F 17　Re-allocation of satellite resource (Satellite feederlink 
station emulator)　　 　　　　　　　　　　

Fig.F 18　Re-allocation of satellite resource (Satellite feederlink 
station emulator)　　　　　 　　　　　　　

Fig.F 19　Re-allocation of satellite (DBF test equipment)

Fig.F 15　Traffic state just after the disaster (Network dynamic resource control equipment)
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capacity, which was raised to 6 times the normal capacity. 
Figure 19 shows the DBF bandwidth, and we see that this 
also was expanded to 25 MHz.

Figure 20 shows the congested state of terrestrial and 
satellite base stations at this time (Step 4). We confirmed 
the satellite usage situation from the pie chart (circled in 
red). The number of satellite connections is expressed on 
the inside of the pie chart, and from the fact that this is 
entirely in red color, we see that links were connected using 
the satellite’s full capabilities.

Figures 21 and 22 show that after the disaster, with 
passage of time (T=43200 (sec)), the traffic situation calmed 
(Step 6). In Figure 21, the utilization ratio of terrestrial 
calls, shown by several pie charts on the left side, changed 
from red to gray color, confirming that there was surplus 
terrestrial call capacity. Moreover, the situation of multiple 
terrestrial base stations, shown in Fig. 22, was indicated by 
colors, whereby we confirmed that system capacity had 
changed from being in an excess state (yellow color) to 
normal (blue color).

Moreover, Figures 23 to 25 show the status of satellite 
resource allocation. We confirmed that the satellite resource 
allocation returned to the status before the disaster (normal 
times). Figure 23 enables us to confirm that all the beams 
including the disaster beam returned to the initial 4 MHz 
allocation.

Figure 24 shows the change over time of disaster beam 
links, confirming that along with a drop in traffic, it was 

Fig.F 22 Dissolved Traffic congestion (Network dynamic resource 
control equipment)

Fig.F 21 Dissolved Traffic congestion　(Network dynamic resource 
control equipment)

Fig.F 20　Traffic congestion of terrestrial base station and satellite (Network dynamic resource control equipment)  
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returning to the initial number of links.
In Figure 25, we confirmed that the bandwidth of the 

disaster beam DBF test equipment returned to 4 MHz at 
that time.
2.3.3 Terminal communication test

Next, we implemented communications using actual 
communication terminals when communications were in 

an extremely congested state. Call requests were made to 
both non-priority terminals and priority terminals, con-
firming the superiority of priority terminal. Moreover, to 
confirm communications with continuity, which is an ad-
vantage of a satellite/terrestrial integrated mobile commu-
nication system at normal times, we confirm handover to 
satellite on terminals during phone calls.

After the disaster, when both terrestrial and satellite 
systems were extremely congested around T=4000 (sec), we 
checked whether phone calls were possible on an actual 
communication terminal (non-priority terminal). Figure 26 
shows the terminal equipment view. The left side is terminal 
A’s screen, and the right side is terminal B’s screen. Now 
we clicked the phone call button on terminal A to try to 
make a call request, but it was disconnecting with status 
on the top left of the dialog in red color, confirming that 
call request was not possible on this non-priority 
terminal.

Next, we confirmed a phone call on an actual com-
munication terminal (priority terminal) at the same time. 
Even when the base station and satellite were congested, 
we confirmed that a phone call is possible on the priority 
terminal, as seen from the view of the terminal equipment 
in Fig. 27. We see from Fig. 27 that after making a call 
request from terminal A to terminal B, communication was 
possible with status on the top left of the dialog changed 
to “In a call.” Figure 28 shows the view of monitoring and 
management equipment, displaying the positions of termi-
nal A and terminal B as well as the communication route. 
We used a headset to hear the voice of the other party, to 
confirm the phone call. Moreover, Figure 29 shows the 
phone call route of the actual communication terminal, and 
we see that it is via satellite.

Next, we confirmed handover to the satellite links of a 
terminal in a phone call at normal times.

Then, we confirmed that it was a terrestrial phone call 
from Figs. 30 and 31 of the network dynamic resource 
control equipment.

Next, we set the terminal position of the actual com-
munication terminal A outside the area. We set the terminal 
outside the terrestrial area by physically moving commu-
nication terminal A outside the coverage area of the base 
stations, as indicated by the red circle part on the left in 
Fig. 32. In doing so, we could see from the red circle part 
on the right side of Fig. 32 that the original connection 
route of the actual communication terminal was via base 
station, and we confirmed that this was switched to via 
satellite.

Fig.F 25　Dissolved Traffic congestion　(DBF test equipment)

Fig.F 23 Dissolved Traffic congestion　(Satellite feederlink station 
emulator)

Fig.F 24 Dissolved Traffic congestion　(Satellite feederlink station 
emulator)
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Start calling

Fig.F 27　Call from user terminal (At traffic congestion: Priority terminal) 

Start calling

Fig.F 26　Call from user terminal (At traffic congestion: Non-priority terminal) 
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2.3.4 Video transmission test
In this test, we performed the communication test us-

ing the video transmission equipment with the following 
test configuration. As a communication that substitutes for 
the equivalent of hundreds of voice communication chan-
nels, we implemented video transmission with broadband 
channel width, and demonstrated the efficacy of the com-
munication system. Figure 33 shows the test configuration 
diagram.

Figure 33 shows the signal route of the video transmis-
sion test. The video captured by the web camera at user 

Handover

Fig.F 32 Handover at no traffic congestion (Network dynamic 
resource control equipment) (Non-priority terminal)

Fig.F 31 Call at no traffic congestion (Network dynamic resource 
control equipment) (Non-priority terminal) 

Fig.F 30 Call at no traffic congestion (Network dynamic resource 
control equipment) (Non-priority terminal) 

Fig.F 29 Call at traffic congestion (Network dynamic resource 
control equipment) (Priority terminal) 

Fig.F 28 Call at traffic congestion (Network dynamic resource 
control equipment)(Priority terminal) 
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station 1 is input into the modem (CDM-570L-IP) through 
IP communication. The QPSK modulated signal in the 
modem is input into the receiving channelizer/DBF equip-
ment via a large reflector and feeding rack. We took the 
feederlink signal output from the DBF and channelizing 
function part of the receiving channelizer/DBF equipment 
in the satellite station and returned the signal to the trans-
mitting channelizer/DBF equipment. The RF signal output 
from the channelizing, DBF function part of the sending 
channelizer/DBF equipment was received in the modem 
(CDM-570-IP) of user station 2, and we confirmed the 
video quality in the video analysis unit (via notebook 
computer).

The test steps are shown here below.
Step 1: Set the overall test equipment control part to debug 

mode.
Step 2: Set the transmitting and receiving channelizer/

DBF for the video transmission test.
Step 3: In the overall test equipment control part, set the 

0.5 MHz bandwidth.
Step 4: Set the modem bandwidth to 0.5 MHz (narrow-

band setting).
Step 5: Confirm spectrum in the DBF test equipment.
Step 6: Confirm video quality in the video analysis 

equipment.
Step 7: In the overall test equipment control part, set the 

4 MHz bandwidth.
Step 8: Set the modem bandwidth to 4 MHz (broadband 

setting).
Step 9: Confirm spectrum in the DBF test equipment.

Step 10: Confirm video quality in the video analysis 
equipment.

Figure 34 shows the waveform of Step 5. Moreover, 
Figure 35 shows the waveform of Step 9. In the broadband 
spectrum, it had a trapezoidal waveform because the mo-
dem’s output spectrum shape was trapezoidal.

Further, in order to facilitate confirmation of the state 
of bandwidth extension for channels other than the chan-
nels used, the entire signal output is set to OFF via the 
channelizer function. The broadband spectrum 4000 kHz 
setting is as per the modem constraints (about 
MAX 5000 kHz).

From the following waveforms, we confirmed that 
operations are normal for the channelizing function of the 
receiving channelizer/DBF equipment and transmitting 
channelizer/DBF equipment.

Moreover, in the tests where video transmission and 
analysis equipment is used, we compared the video quality 
in the case of a narrow-band setting and a broadband 
setting. As a result, we confirmed that signals dropped or 
delayed in narrow-band settings, and in broadband settings 
there were hardly any drops or delays, and we visually 
confirmed that smooth signal transmission could be 
achieved.

3 Conclusion

As a compilation of this five-year research and develop-
ment of STICS, the overall demonstration experiment was 
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Fig.F 33　Video transmission test
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carried out based on the outcome of the previously devel-
oped Terms A and B.

In this test, three sub-tests were performed: disaster 
communication reconfiguration test, terminal communica-
tion test, and video transmission test. In the disaster com-
munication reconfiguration test, we simulated change in 
traffic concentration over time at the disaster site, with 
traffic at the time of the Great East Japan Earthquake as 
the base, using the network dynamic resource control 
equipment based on Term A’s dynamic network technology. 
Based on this data, it was evident that satellite resources 
(disaster site beam bandwidth) could be allocated dynami-
cally at up to 6 times (25 MHz) the normal (4 MHz) capac-
ity. Moreover, in the terminal communication test, we 
prepared a communication terminal with non-priority call 
and priority call functions, and it was evident that even 

during a disaster, priority calls could be connected easily 
via satellite. Further, in the video transmission test, we used 
video transmission having broadband channel width, as a 
communication that substitutes for hundreds of voice com-
munication channels, and we were able to make the band 
changing of an actual channelizer/DBF easily understood.

These tests showed that it is possible to effectively 
utilize finite satellite resources during disasters, and thus 
demonstrated the efficacy of the technology developed 
through STICS research and development.
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