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1  Speech translation field experi-
ments

In this paper we first explain the speech 
translation field experiments conducted in 
2009 ［1］, and then the method for improving 
the speech translation system using the data 
set collected in the field experiments. Aiming 
at the significant enhancement of the transla-
tion accuracy of automatic speech translation 
technology and the early realization of a ser-
vice that utilizes this technology for foreign 
visitors to Japan, the Ministry of Internal 
Affairs and Communications conducted field 
exper iments ,  t i t led  “Fie ld  Tes t ing  of 
Automatic Speech Translation Technology 
and Its Contribution to Local Tourism” (total 
works budget of 985 million yen), contracting 
them to privately-owned corporations.

The field experiments were performed 
with about 1,700 terminals in about 370 tourist 
facilities in five areas, as shown in Fig. 1, for 
the four languages of Japanese, English, 
Chinese, and Korean. About 200,000 accesses 
were recorded in the period of the experi-
ments. This was the world’s first large-scale 
field experiment conducted under practical 
condi t ions .  The  Nat ional  Ins t i tu te  of 

We explain field experiments conducted during the 2009 fiscal year in five areas of Japan. 

We also show the experiments of evaluation and data selection method from speech translation 

field data. The data selection method selects useful data from filed data by using a develop-

ment data set. According to the experimental results, the proposed data selection method 

gives the improvement of the speech-to-speech translation systems.

Information and Communications Technology 
provided its speech translation technology to 
all of the corporations that were contracted by 
the Ministry, and offered full cooperation for 
the development and operation of the experi-
ment system and data analysis.

2 System configuration

Figu re  2  shows  an  ou t l i ne  o f  t he 
configuration of the field experiment system 
developed by each project area. The speech 
translation terminal consists of a smart phone 
and a laptop PC, and 300 to 500 terminals 
were installed in each area. A speech given to 
the terminal is sampled at 16 kHz and sent in 
an ADPCM format to a speech translation 
server. The speech translation server consists 
of a speech recognition server, a machine 
translation server, and a speech synthesis serv-
er, which are all available for every language. 
The translation result is sent to the terminal in 
the form of text or a synthesized speech. Also, 
the speech input, result of speech recognition, 
and translation result are saved, together with 
the date, terminal ID, and specified language, 
in a log file in the system.
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2.1  Outline of speech recognition sys-
tem

The speech recognition system used in this 
project consists of a front end unit and decoder 
unit. A particle filter in the front end unit suc-
cessively estimates the noise strength, which 
changes with time, to suppress non-stationary 
noise ［2］. For the decoder unit, a Hidden 
Markov Model (HMM) is used as an acoustic 
model, and a multi-class composite N-gram 
［3］, an extended version of word class N-gram, 

is used as the language model. These are used 
for two-path speech recognition. In the first 
path, the acoustic model and 2-gram language 
model are used to create a word graph. In the 
second path, a trigram language model is used 
for word lattice rescoring and to look for a rec-
ognition result.

The acoustic model is trained by using a 
400-hour speech corpus of about 4,500 adult 
and elder persons. It was expected that the 
speech recognition system was to be used in a 

Outline of fi eld experiments in 5 regionsFig.1

System confi guration of speech translation fi eld experimentsFig.2
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noisy environment, e.g. outdoors, for the field 
experiments. We therefore estimated the 
acoustic model using training data in which 
automobile noise and other noises recorded in 
various places, such as streets and railway sta-
tions, were randomly superimposed at an S/N 
ratio of 10–30 dB.

We then estimated multi-class composite 
2-gram and multi-class 3-gram language mod-
els using a text corpus of about 740,000 sen-
tences collected from travel conversations. 
The lexicon size was about 50,000 words.
2.1.1  Customization of language model 

for each area
We customized the language model for 

each area, using proper nouns and regional ex-
pressions (dialects) specific to the area. The 
proper nouns (about 5,000 words) used in these 
areas were categorized by place name, facility 
name, and others and the language probability 
of typical words in the basic dictionary was as-
signed to each category. Also the regional ex-
pressions (about 3,000 sentences) were used 
for the training of the word N-gram and were 
combined linearly with the basic language 
model for the adaptation of the model.

2.2  Overview of machine translation 
system

Figure 3 shows details of the processing of 
the machine translation unit in the speech 
translation system that consists of speech rec-
ognition, machine translation and speech syn-
thesis units. The machine translation unit con-
sists mostly of a statistical machine translation 
unit and two translation memories. For the sta-
tistical machine translation system, a phrase-
based statistical machine translation frame-
work ［4］ was used. In this framework, the 
probability of a word sequence ( ) translated 
in a target language from its source word se-
quence ( ) is calculated from the following 
equation.

(1)

Here,  represents a candidate translation 
of . hi  is a feature function obtained 
from a learning corpus. There are eight feature 
functions, including translation probabilities 
(translation models) of a word or phrase from 
target language to source language or from 
source language to target language, and lan-
guage models of target languages ［5］. i and M 
are a weight of each feature function and the 
number of feature functions (8), respectively.

Assuming that  the  denominator  of 
Equation (1) is constant, we derive a transla-
tion result ê from the following Equation (2).

(2)

We used the MOSES tool kit ［5］ and 
SRILM tool kit ［6］ for the learning of the 
translation models and language models.

In the field experiments, the following two 
kinds of data were collected prior to the exper-
iments in each area.

-Proper nouns: Several thousand regional 
nouns. Their translations (in English, Chinese 
and Korean) and their categories were also 
collected.

-Regional expressions: Several thousand 
regional expressions (texts), collected through 

Process fl ow of machine translationsFig.3
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prior interviews in the places where each ter-
minal was to be installed. Their translations (in 
English, Chinese and Korean) were also col-
lected. The data also included expressions that 
are necessary for the business of stores where 
terminals were installed.

The proper nouns are used in the transla-
tions by replacing them with tokens of the cor-
responding category in advance as proposed 
by the reference ［7］. In the learning of the 
models, not only the BTEC corpus ［8］ but also 
regional expressions are used. First, the above-
mentioned tool kits are used for the learning of 
the feature function for each of the BTEC cor-
pus and regional expressions, and the two fea-
ture functions are linearly combined:

(3)

Here,  is the eight feature functions of 
Equation (1) obtained from the BTEC corpus, 
and  is the eight feature functions ob-
tained from the regional expressions.  
is the eight feature functions obtained by the 
linear combination of these two. For the 
weight μ, we will explain in Subsection 4.1.

The regional expressions can be used in 
another way. Namely, they are incorporated 
into the corpus, which is then used for the 
learning of a model. However if there are ad-
ditional regional expressions, the model learn-
ing has to be made again with all the data. On 
the other hand, with the method of Equation 
(3), one can make the model learning only 
with the small-size data of the regional expres-
sions, which provides for easy maintenance.

The regional expressions are also used in 
the translation memories. Translation memory 
1 in Fig. 3 uses the BTEC corpus and transla-
tion memory 2 uses the regional expressions 
collected from each area.

3  Use of data collected in field 
experiment

In our proposed method, we use the results 

of back translations from translated texts to the 
source language in order to choose the data for 
model adaptation. In Subsection 3.1, we ex-
plain supervised filtering which is based on the 
proposed method or two conventional meth-
ods. In Subsection 3.2 we describe a super-
vised filtering method, which is based on con-
ventional methods. In Subsection 3.3, we 
explain how the selected data is used for mod-
el adaptation.

3.1 Unsupervised filtering
3.1.1  Filtering by normalized transla-

tion score
In a conventional method ［9］ that uses nor-

malized translation scores, the following for-
mula is used to calculate the normalized trans-
lation score ( ) of data, and if it is larger 
than a threshold, the data is used for model ad-
aptation.

(4)

Here,  represents the number of words in the 
translation results and  shows the trans-
lation probability calculated by Equation (1).
3.1.2  Filtering by source language 

perplexity
In another conventional method ［10］ that 

uses source language perplexity, the following 
formula is used to calculate the perplexity 
( ) of the data, and if it is larger than a 
certain threshold, the data is used for model 
adaptation.

(5)

Here,  represents the number of words 
in the input sentence and  shows the per-
plexity of the sentence given by the language 
model of the source language. In this paper, 
we use the language model for which the 
learning is made with the source language side 
of the BTEC corpus in Section 2.
3.1.3 Proposed method

In our proposed method, the result of a au-
tomatically translated text from the source lan-
guage to the target language is automatically 
back-translated to the source language. Then, 
using the result ( ) of the speech recognition 
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of the source as a reference translation, an au-
tomatic evaluation score for the result ( ) of 
the back-translation is calculated. We use the 
following PER (position independent word er-
ror rate) as the automatic translation evalua-
tion value:

(6)

Here,  is the word error rate calculat-
ed from an evaluation of the speech recogni-
tion ignoring the word order. For the evalua-
tion of machine translations, the BLEU ［11］ 
score is often used as automatic evaluation 
score. However if BLEU, which should be ap-
plied to speech, is applied to the present cases, 
the score is 0 in most cases and we cannot rate 
the translation. This is a problem of mismatch-
ing between the translation quality and the 
evaluation method, and we employ the PER 
which has a relatively higher compatibility be-
tween them.

3.2 Supervised filtering
Supervised filtering is a method of select-

ing high-quality translation through the auto-
matic translation evaluation of each sentence 
in the results of machine translations. For the 
evaluation, manually-made reference transla-
tions are used. Since the aim of the unsuper-
vised adaptation that we use in this paper is 
adaptation without using manually-made ref-
erence translations, the use of these reference 
translations for filtering is not realistic. In this 
paper, however, we also conducted supervised 
filtering to perform additional experiments to 
the previous study ［12］ and to compare the 
performance of the supervised filtering with 
that of the unsupervised filtering.

In the previous study ［12］, BLEU ［11］ was 
used for automatic translation evaluation. In 
this paper, on the other hand, PER ( ) 
calculated from the following formula is used.

(7)

3.3 Adaptation method
The selected data is used in the following 

manner, together with the regional expression 

data mentioned in Section 2.
Step 1 The obtained data and the regional ex-

pressions mentioned in Section 2 are com-
bined into an adaptation corpus.

Step 2 The corpus obtained in Step 1 is used 
for the learning of the eight feature func-
tions ( ) of Equation (1).

Step 3 The model ( ) for which the 
learning is made with the BTEC corpus is 
linearly combined with  to ob-
tain an adaptation model ( ).

(8)

The value of the weight  will be discussed in 
the Subsection 4.1.

4 Experiments

Next we examine how to improve the per-
formance of the speech translation system by 
using actual data collected in the field experi-
ments. In ordinary studies on speech transla-
tion systems, the data is manually annotated 
(transcribed and translated) and the arranged 
data is used for the re-learning of the system. 
This method is very effective but requires a 
great deal of cost and time for the data annota-
tion. To circumvent this problem, we consid-
ered using the data without manual annotation.

4.1 Experiment conditions
In the preliminary experiment, the subjec-

tive evaluation of the translation quality was 
worst in Hokkaido and highest in Kyushu. We 
hence used the data obtained in Hokkaido and 
Kyushu. We focused on translations from 
Japanese to English since the needs for trans-
lation in this direction was high in every area 
and since we could collect the largest volume 
of data for this translation direction.

The Japanese-English BTEC corpus used 
for model learning contains 691,829 sentences, 
and the regional expressions obtained in 
Hokkaido and those in Kyushu were 3,000 
sentences and 5,095 sentences respectively.

For the evaluation of the machine transla-
tions, we used 100 sentences randomly picked 
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up from each region’s data. The perplexity of 
the test set of Hokkaido in the language model 
for which the learning is performed using only 
the Japanese BTEC corpus was 40.98 and that 
of Kyushu was 19.36. On the other hand, the 
perplexity of the test set of Hokkaido with the 
baseline language model obtained by Equation 
(3) was 42.64 and that of Kyushu was 17.17. 
We thus see that the test set of Hokkaido was 
more difficult than that of Kyushu.

In the preliminary experiments and the 
present experiments, we made subjective eval-
uations of the translation quality using five 
grades: S (Perfect), A (Correct), B (Fair), C 
(Acceptable), and D (Nonsense). In the evalu-
ation shown in Subsection 4.2, we employed 
text input without using speech recognition for 
the machine translation of a test sentence.

The values of the eight weights λi of the 
feature functions in Equation (2) were deter-
mined by MERT (Minimum Error Rate 
Training) ［13］ with a BTEC development set 
of 500 sentences and were used for all the ex-
periments. In the same manner, the weight μ in 
Equations (3) and (8) was set to 0.9 according 
to the preliminary experiment using the BTEC 
development set. These values were the same 
as those used in the field experiments. The 
reasons that we chose these values in the field 

experiments were as follows.
-Development set of actual data cannot be 

sufficiently obtained before the field experi-
ments.

-The speech translation system is used dif-
ferently depending on when it is used. For ex-
ample, the system was used during the Snow 
Festival. Therefore, the parameter tuning 
which is based on a small-size development 
set collected in a certain time period may 
cause over-adaptation.

-The parameter tuning based on the BTEC 
development set can maintain at least the per-
formance of the speech domain of the BTEC.

For optimal parameter setting and field 
data obtained in the entire period of the field 
experiments should be used for random sam-
pling of development sets from the data, and 
the weights λi and μ need to be tuned individu-
ally by the development sets. In this experi-
ment, however, we used the same setting as 
that used in the field experiments since we 
needed perform experiments under a practical 
situation where our proposed method will be 
used.

4.2 Experiment results
Table 1 shows the evaluation results of the 

case where the field data obtained was all used 

Evaluation results of supervised/unsupervised adaptation (with no data fi ltering)Table 1

Project 
Area System Type

Additional Field Data Ratio (%)

Transcription Translation Size (# of 
sentences) S S, A S, A, B S, A, B, C

Hokkaido

Baseline N/A N/A 0 29 38 55 62

Baseline + unannotated data ASR MT 9602 29 38 53 61

Baseline + unannotated data 1 Manual MT 10009 31 39 51 62

Baseline + unannotated data 2
(Upper bound) Manual Manual 10335 34 44 61 68

Kyushu

Baseline N/A N/A 0 50 62 72 76

Baseline + unannotated data ASR MT 9722 50 60 71 76

Baseline + unannotated data 1 Manual MT 10337 49 62 72 77

BL + unannotated data 2
(Upper bound) Manual Manual 14138 55 64 74 79

Baseline with 3000 regional 
expressions N/A N/A 0 47.7 60.0 69.0 73.3

218 Journal of the National Institute of Information and Communications Technology  Vol. 59 Nos. 3/4  2012 

JM-7-2-下版-20121101-YASUDA & MATSUDA.indd   218JM-7-2-下版-20121101-YASUDA & MATSUDA.indd   218 13/01/11   16:3913/01/11   16:39



without data filtering. For each area, the first 
line of the table shows the baseline and the 
second is the result of unsupervised adaptation 
using all the usable field data. The third line 
shows the results of the case where the tran-
scription of input speech was made manually 
and machine translation was utilized to use the 
target language data in the adaptation, i.e. 
when partially-supervised adaptation is made. 
The fourth line presents the results of super-
vised adaptation, where the transcription and 
translation were both made manually. This re-
sult of supervised adaptation gives the upper 
bound of the performance improvement.

The data size varies even in the same area 
depending on the conditions, because data was 
not used in the adaptation if output could not 
be obtained in the speech recognition or ma-
chine translation.

As mentioned earlier, Kyushu’s data con-
ta ins  more  reg ional  express ions  than 
Hokkaido’s. To find an infl uence of the num-
ber of regional expressions, we show in the 
last line of Table 1 the results of the case 
where the number of regional expressions in 
Kyushu was adjusted by random sampling to 
3,000 sentences, the same number as in 
Hokkaido. We conducted the random sam-
pling three times and averaged the results of 
the subjective evaluation.

The white cells in the table indicate higher 
performance than the baseline, the gray cells 
indicate equivalent performance with the base-
line, and the dark gray cells indicate lower 
performance than the baseline*. From Table 1 
we see no improvements in the unsupervised 
adaptation. The partially-supervised adapta-
tion showed performance improvements in 
one area but performance degradation in the 
other. On the other hand, the supervised adap-
tation had performance improvements in both 
areas. We see from these results that, if we use 
the field data without filtering it, there could 
be performance degradation, in particular in 
the unsupervised adaptation. The filtering of 
the data should therefore be employed to pre-
vent this degradation and the effect of our pro-
posed method is shown in Table 2.

We finally compared the baseline data of 
the two regions. In Kyushu’s data, the perfor-
mance degraded when the number of regional 
expressions was decreased to 3,000. However 
i t  was  s t i l l  much h igher  than  tha t  o f 
Hokkaido’s data which contains the same 
number of regional expressions. We could 
therefore conclude that Kyushu’s test set was 
easier to translate than Hokkaido’s test set. 
This difference could be attributed to the fact 
that, in the field experiments in Kyushu, the 
terminals were placed at airports and tourist 
spots with guides under relatively controlled 
conditions.

Table 2 shows the evaluation results ob-
tained by conventional methods and our pro-
posed method, where the speech translation 
field data is filtered for unsupervised adapta-
tion in the presence of speech recognition er-
rors and machine translation errors. The word 
error rate of the speech recognition system is 
29.9% in Hokkaido and 20.3% in Kyushu.

For the proposed method, we set the 
filtering threshold to be 0.1, 0.2, or 0.4. To 
make a fair comparison, the thresholds in the 
conventional methods were adjusted in such a 
way that the adjusted threshold would give the 
same number of sentences as that obtained 
with the thresholds of 0.1, 0.2, or 0.4 in the 
proposed method.

Let us first compare the data quantities 
when the threshold is set to 0.1 in the proposed 
method. The filtering of Hokkaido’s data gives 
1,244 sentences (12.7% of entire data obtained 
in Hokkaido), while the filtering of Kyushu’s 
data gives 4,560 sentences (46.9% of entire 
data obtained in Kyushu.) This difference was 
caused by the following:

-In comparison to Hokkaido, Kyushu’s 
data had a low word error rate and hence the 
speech recognition errors had little influence 
on the translation quality. As a result, the 
back-translated texts and the input texts were 
in relatively good agreement.

-In comparison to Hokkaido, Kyushu’s 

＊ The same colors are used in Tables 2 and 3.
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data contained a lot of easy-to-translate data 
and was hence translated relatively correctly 
from source to target language as well as from 
target to source language. As a result, the back 
translated texts and the input texts were in rel-
atively good agreement.

Next we focus on the data set of Hokkaido. 
With the proposed method, the system perfor-
mance improved from the baseline in almost 
all cases except the case of the threshold equal 
to 0.1, where the performance degraded. The 
performance improved also when the normal-
ized translation score (Strans) or source lan-
guage perplexity (Spp) was used, although the 
improvement from the proposed method was 

greater. Comparing the proposed method 
(Ssrc_per) to the supervised filtering (Stgt_per), we 
see that the proposed method improved perfor-
mance even though it was unsupervised, more 
than the supervised filtering method. With the 
condition Ssrc_per < = 0.2, the total ratio of S, A, 
B, and C was higher than the corresponding 
Upper bound shown in Table 1. This indicated 
that when there is no translation error or 
speech recognition error the translation quality 
could be improved by eliminating the training 
sentences that are not included in the domain 
［14］. This could accidentally happen in the 
case of Ssrc_per < = 0.2. We considered that even 
the Upper bound in Table 1 could be exceeded 

Evaluation results of unsupervised adaptation (with data fi ltering)Table 2

Project Area
Additional fi eld data Ratio (%)

Filtering function Size (# of sentences) S S, A S, A, B S, A, B, C

Hokkaido

N/A (Baseline) 0 29 38 55 62
1244 32 41 54 64

Strans (eq. 4) 1861 30 40 52 61
3565 32 42 53 63
1244 30 41 53 65

Spp (eq. 5) 1861 30 41 53 65
3565 30 40 53 62

Ssrc_per < = 0.1 (eq. 6) 1244 31 40 55 66
Ssrc_per < = 0.2 (eq. 6) 1861 32 41 56 69
Ssrc_per < = 0.4 (eq. 6) 3565 32 41 56 66

1244 32 40 54 64
Stgt_per (eq. 7) 1861 30 40 53 63

3565 31 41 53 63

Kyushu

N/A (Baseline) 0 50 62 72 76
4560 49 62 72 75

Strans (eq. 4) 5274 49 62 72 75
6699 49 61 71 77
4560 48 60 70 74

Spp (eq. 5) 5274 48 59 69 74
6699 48 59 71 74

Ssrc_per < = 0.1 (eq. 6) 4560 49 60 70 74
Ssrc_per < = 0.2 (eq. 6) 5274 49 61 71 75
Ssrc_per < = 0.4 (eq. 6) 6699 51 61 71 74

4560 50 62 72 76
Stgt_per (eq. 7) 5274 50 61 71 75

6699 49 60 71 75
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by using the method of ［14］ for data selection.
4.2.1  Detailed analysis of Kyushu’s 

data set
Table 3 shows the results of the proposed 

method where the field data was used only for 
the language model adaptation and/or the 
translation model adaptation. We see from the 
table that, in Hokkaido’s data set, the perfor-
mance was most improved when the adapta-
tion was made for both the language and trans-
lation models and the improvement was small 
when the adaptation was conducted only for 
the language model or for the translation mod-
el.

In Kyushu’s data set, on the other hand, 
the adaptation of only the language model de-
graded performance, while the adaptation of 
only the translation model improved perfor-
mance. In actual operations, using a develop-

ment data set to determine a model which is 
suitable for adaptation would prevent perfor-
mance degradation and improve performance.

5 Summary

We proposed a machine translation adapta-
tion method using field data from speech 
translations, which contains speech recogni-
tion data and machine translation data. In our 
proposed method, the results of the machine 
translation were translated back to the source 
language, and the back-translated text was 
compared with the results of the speech recog-
nition. The data was employed for adaptation 
if its input text (results of the speech recogni-
tion) and the back-translated text are close to 
each other.

We conducted experiments using the data 

Evaluation results of each model adaptation (with data fi ltering)Table 3

Project Area Filtering function
Additional fi eld data Ratio (%)

Used for LM
training

Used for TM
training S S, A S, A, B S, A, B, C

Hokkaido

N/A (Baseline) No No 29 38 55 62
Ssrc_per < = 0.1 Yes Yes 31 40 55 66
Ssrc_per < = 0.2 Yes Yes 32 41 56 69
Ssrc_per < = 0.4 Yes Yes 32 41 56 66
Ssrc_per < = 0.1 Yes No 32 40 54 63
Ssrc_per < = 0.2 Yes No 32 41 56 64
Ssrc_per < = 0.4 Yes No 31 41 55 64
Ssrc_per < = 0.1 No Yes 31 40 54 64
Ssrc_per < = 0.2 No Yes 32 40 55 64
Ssrc_per < = 0.4 No Yes 32 40 54 63

Kyushu

N/A (Baseline) No No 50 62 72 76
Ssrc_per < = 0.1 Yes Yes 49 60 70 74
Ssrc_per < = 0.2 Yes Yes 49 61 71 75
Ssrc_per < = 0.4 Yes Yes 51 61 71 74
Ssrc_per < = 0.1 Yes No 47 57 68 73
Ssrc_per < = 0.2 Yes No 47 57 68 73
Ssrc_per < = 0.4 Yes No 47 57 68 73
Ssrc_per < = 0.1 No Yes 51 62 73 76
Ssrc_per < = 0.2 No Yes 50 61 73 76
Ssrc_per < = 0.4 No Yes 52 63 73 76
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