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Hi my name is wafiq and I’m here to talk about my research on the Comparison of Biocode Based Machine learning and Segmentation Model for Automated Prawn Size Prediction for Real Prawn Farm



Problem Statement

• Traditional prawn size measurement methods in aquaculture are: 
• Time-consuming
• Laborious
• Stressful for prawns (netting, handling)
• Limited data collected (length only)

• Challenges of traditional methods: 
• Baited traps: 

• Reliant on prawn behaviour/preference
• May miss smaller individuals

• Hand netting: 
• Difficult to capture entire population
• Incomplete capture, smaller prawns often hide from larger prawns
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“In prawn aquaculture farming, prawn sampling and size measurement are important in ensuring the growth of the prawn as they can be affected by the local breeding environment.

The main problem on why this project was done is because the traditional prawn size measurement methods in aquaculture still heavily rely on stress-inducing techniques like netting and manual measurements. Which are time-consuming, laborious as it requires more than a few people, stressful for the prawns and in terms of size measurement, only the length of the prawn is measured, the width is not considered. Some of these traditional methods are by using bated traps and hand netting.”


traditional methods, notably in prawn aquaculture in Asia, still  heavily  rely on stress-inducing techniques like netting and manual measurements. This paper proposes a novel approach using YOLO- based detection algorithm with biocode reference point based on the ArUco design to predict prawn size based on the length and are dimension to analysed the improvement in predicting the size. 

INTRODUCTION 

Deep learning techniques, particularly convolutional neural networks, have enhanced image analysis across various domains, including medical imaging, vehicle traffic prediction, and fish detection.
 
In the realm of aquaculture, prawn sampling and size measurement are important in ensuring the growth of the prawn as they can be affected by the local breeding environment.
 
Prawn sampling is commonly performed using baited traps, visual census such as snorkeling and cameras, and hand netting. Baited traps can be very effective for long-term monitoring. However, they can be conditional on the prawn behavior and their food preference. They often work better for bigger sized individuals. Hand netting sampling can be difficult to capture the whole population as smaller prawn often hides under rocks or shade to protect themselves from being killed by the larger prawn. Visual censuses, from under and above water, also have several challenges in clay pond where turbidity can be high. They are only possible when the water is clear and the prawn are inactive. Not only are these traditional manual process time-consuming, but in terms of size measurement, only the length of the prawn is measured, and the width is not considered. The introduction of a computer vision approach for this measurement process presents several advantages. Utilizing deep learning and computer vision for image segmentation in prawn size prediction can enhance the accuracy of the measurement process, addressing the limitations of manual methods.
The significance of the proposed computer vision approaches can help to simplify the prawn sampling process of measuring the width and length without physical handling, reducing time and effort significantly. With segmentation, the system will allow the prawn to measure in any position. This process can be fully automated system when the detection model approach is deployed with a portable camera with improved reliably and fully optimised, enhancing the efficiency of prawn aquaculture management. Another advantage of the proposed solution is that it is cheap and portable as it uses a monocular vision approach with only a single camera is required. Extensive evaluation of the biocode with proposed YOLO-V8 and Segment Anything Model (SAM) when using box prompts are compared. 







Project Objectives

• Utilise deep learning algorithm with ArUco as reference point to 
predict prawn length and width accurately.

• Improve measurement efficiency
• Reduce stress on prawns
• Automate the prawn sampling process (no physical handling)
• Cost-effective and portable solution (monocular vision)

• Evaluate the effectiveness of the proposed system with YOLOv8 
Segmentation and YOLOv8 Object Detection combined with Segment 
Anything Model (SAM)
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“So, our objective for this research is to utilise an approach using deep learning and computer vision to address the limitations of the manual methods such as making the measurement method to be done without physical handling, which would not stress out the prawn, reducing time and effort, and this approach has the potential to be automated while also measuring the prawn width, enhancing the efficiency of prawn aquaculture management.

Another advantage of the proposed solution is that it can be cheap and portable as it uses a monocular vision approach with only a single camera is required. Extensive evaluation of the biocode with proposed YOLO-V8 and Segment Anything Model (SAM) when using box prompts were compared. “



YOLOv8 (You Only Look Once)

• Released in January 2023 by Ultralytics

• Outperforms previous versions in speed and accuracy

• Key improvements:
• Anchor-free architecture (simpler training)
• Dynamic head network for multi-scale prediction (better object size detection)
• Enhanced backbone network (improved object detection in difficult conditions)

• Five versions, from YOLOv8x (largest) to YOLOv8n (smallest)

• YOLOv8x version used in this project for prawn detection and segmentation

Segment Anything Model (SAM

• Released in April 2023 by Meta AI for image segmentation

• Trained on over 1 billion segmentation masks

• Capabilities:
• Zero-shot segmentation (segmenting unseen objects)
• Flexible prompting (points, bounding boxes, text descriptions)
• Real-time mask generation
• Handling object overlap in images

• Generates masks for objects in real-time, suitable for applications like autonomous driving and robotics

• Fine-tuning possible for specific use cases

• This project utilizes SAM with bounding box prompts from YOLOv8 for prawn segmentation

Deep Learning Techniques for Size Prediction
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“ For the deep learning techniques that will be applied for the prawn detection, YOLOv8 is the latest state-of-the-art object detection model released last year and it outperforms the previous models in both speed and accuracy, some key features of this YOLO version includes anchor-free architecture, dynamic head network for better multi-scale detection, and a better backbone network. It has five different versions, ranging from YOLOv8x (largest) to YOLOv8n (smallest), each varying in number of  parameters, layers, and architectural changes to suit different needs. This research will use the largest YOLOv8 model. YOLOv8x architecture for training both the freshwater segmentation and object detection models.

The Segment Anything Model (SAM) is developed by Meta AI as a foundational model for image segmentation by developing a promptable model that has been trained on over 1 billion segmentation masks. It can do zero-shot segmentation, and offers various prompting optioins including points, bounding boxes and text prompts. It generates masks for objects in real-time, suitable for applications like autonomous driving and robotics. SAM can be fine-tuned for specific use cases. This research will use the box prompt from the YOLOv8 object detection model for segmentation tasks.”
A. YOLOv8 (You Only Look Once) 
 
The newest state-of-the-art YOLO model, YOLOv8 was released by Ultralytics on January 10, 2023. This deep learning model is designed to outperform previous YOLO versions, in terms of both speed and accuracy. One of the biggest changes was replacing the anchor box approach with anchor- free architecture, simplifying the process of training the model on various datasets. Another reason for its improvement in accuracy is due to the usage of a dynamic head network for multi-scale prediction to enhance the accuracy of object detection, particularly in identifying objects of varying sizes. It also employs an enhanced backbone network, enhancing the model’s ability to identify objects in demanding conditions [8]. Performance assessments indicate that YOLOv8 surpasses YOLOv7 in terms of speed, achieving a higher frames per second (FPS) rate and thus boosting its efficiency for real- time object detection [8] [9]. The main building block of YOLOv8 was changed, with the C2f module replacing C3, and the number of blocks per stage changed from [3,6,9,3] to [3,6,6,3]. Another new change to the YOLOv8 model is that during training, YOLOv8 does many augmentations to training images and one new change in the augmentation process is mosaic data augmentation [10]. There are five versions of YOLOv8 models ranging from YOLOv8x, the largest model to YOLOv8n, the smallest model. The number of parameters, layers, or the type of architectural changes varies with each version of YOLO. In terms of instance segmentation, YOLOv8 provides precise bounding boxes and accurate masks, making it an excellent choice for tasks that require pixel-level analysis. This paper will train the freshwater prawn detection model under YOLOv8x architecture for both segmentation and object detection with SAM.
 
B. Segment Anything Model (SAM) 
 
Developed Meta AI Research group [11], created a founda- tion model for image segmentation by developing a prompt- able model that has been trained on over 1 billion segmentation masks, coming from 11 million images. Some of the key features include the ability to do zero-shot generalization. That means it can be used to segment objects that it has never seen before, without the need for additional training. It has flexible prompting options including in the form of points, bounding boxes, and text descriptions describing what should be segmented. SAM can generate masks for objects in real time, making it ideal for applications where it is necessary to segment objects quickly, such as autonomous driving and robotics. SAM is also aware of the ambiguity of objects in images, and it can generate masks for objects even when they are overlapping with other objects. SAM can be fine-tuned by adjusting the weights of the mask decoder of the model, which would need a set of custom images and corresponding masks. The reason for fine-tuning a SAM model is to obtain better performance on data for specific use cases in which the pre- trained model has not been seen before. This paper will only focus on using the box prompt from a bounding box generated in the YOLOv8 object detection model.











ArUco
Synthetic square marker with black border for fast detection and binary matrix for identification

Compared to using a separate reference object detected through edge detection or a 
separate model, ArUco markers offer a more efficient approach, reducing detection inference 
time and increasing reliability
Seamless integration with OpenCV simplifies detection process without complex operations
In this study, a marker size of 4 cm per side addresses proximity-related issues between 
objects and cameras
By acting as a fixed reference point, ArUco markers eliminate distance-related issues in 
traditional vision-based measurements and accurate object size measurements can be 
obtained

G. G. Monkman, K. Hyder, M. J. Kaiser, and F. P. Vidal, 
“Using machine vision to estimate fish length from 
images using regional convolutional neural 
networks,”
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“ArUco marker is a synthetic square marker composed of a black border on the outside and a binary matrix on the inside which is useful for identification. 
Compared to using a separate reference object detected through edge detection or a separate model, ArUco markers offer a more efficient approach, reducing detection inference time and increasing reliability. This is because the
Integration with OpenCV is seamless, as the library includes functions for detecting ArUco markers, simplifying the integration process without requiring complex operations
In this study, a marker size of 4 cm per side addresses proximity-related issues between objects and cameras
Traditional vision-based measurements are affected by object-camera distance. ArUco markers act as a fixed reference point, eliminating this issue
By referencing the known size of the ArUco marker, accurate object size measurements can be obtained”

METHODOLOGY 
 
In order to develop a prawn size prediction systems, an ArUco marker based unique biomarker is used a reference point to the object to be detected. It is a synthetic square marker with broad black border and an internal binary matrix that defines its identifier (id) and size based on a ratio based mathematical model. The black border helps in swift detection in images, while the binary codification enables identification and the implementation of error detection and correction techniques. This way of detection for acting as a reference point is a better approach than having a reference object that needs to be detected through edge detection with image processing techniques or a separate model detection, which would increase the detection inference time and also decreasing reliability. The marker size determines the size of the internal matrix [23]. As an example, a marker with a size of 4x4 comprises a 16-bit configuration, as illustrated in Figure 1.

This study proposes for the utilisation of a biomarker to address proximity-related issues between objects and cameras. At the same time, OpenCV can recognize ArUco markers easily as the library for detecting the markers is included in the API, streamlining the integration process without the need for intricate operations.

In this study, the biomarker employed will have each side measuring 4 cm, resulting in a perimeter of 16 cm. 

ArUco marker is a synthetic square marker composed of a black border on the outside and a binary matrix on the inside which is useful for identification. The black border facilitates fast detection in images and binary codification allows identification and application of error detection and correction techniques. The size of the marker determines the size of the internal matrix. For example, a marker size of 4×4 consists of 16 bits shown in Fig. 3. 
The result of measuring the dimensions of an object based on vision (standard camera) depends on the distance between the object and the camera. As the distance between the camera and the object changes, it will affect the camera’s perspective on the measurement results. Measurements can still be made by performing complex calibrations on the camera. This study proposes the use of ArUco marker to solve the problem of proximity to objects and cameras. 
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“We examined some insights from previous study in this field, the middle image here compared YOLOv8 and Mask R-CNN for rapeseed pod segmentation and size measurements. However, their coin-based reference method for size estimation might be impractical in real-world farms. The top two images here used colour plate for estimating the length of the fish, but this method might be less accurate and less reliable than ArUco markers due to requiring the model to also train on the color plate data, compared to ArUco markers detection which can be consistently recognized using OpenCV API. The two images at the bottom right and left applied ArUco marker as a reference point for the length measurement. While one of the research uses image processing like contour detection for the fish detection, both studies 
achieved good accuracy and concluded that ArUco markers are:
Simple,
Efficient,
Can detect multiple fish, and is 
Applicable for fish sorting, grading, and quality control

Our study uses the latest state-of-the-art object detection model for its speed and accuracy advantages, while using the ArUco markers for easy reference point detection for having a more enhanced measurement precision.”


C. Related Works 
 
Wang et al. [12] made a comparison on performing segmentation on rapeseed pods using YOLOv8 and Mask R- CNN using Detectron2 and concluded that the Mask R-CNN method achieved higher precision compared to YOLOv8 while also giving a faster testing speed. At the same time, this work used a coin-based diameter method as a reference point for estimating the rapeseed pods size measurements including length, width, and area. The study reported a high correlation coefficient using this method, but it can be a challenge when deploying this method in a real case scenario like in the agricultural farm as detecting the coin will likely be a harder. Nyugen et al. [13] proposed an approach that combines the us- age of object detection models (DINO and YOLOv8) to create the prompt input used in Segment Anything Model (SAM) for instance segmentation and observed that YOLOv8 exhibited notably superior performance in detecting weeds, whereas DINO demonstrated superior proficiency in identifying leaves and crops. Meanwhile, Padndey et al. [14] studied on seg- menting medical imaging datasets by using a similar approach for segmenting regions of interest (ROI), by combining the YOLOv8 model for approximate boundary box detection with SAM and High-Quality SAM for precise segmentation. The study noted that the YOLOv8 model encountered challenges in generating accurate segmentations but provided useful prompts for the SAM models, and the HQ-SAM model offered marginal improvements over the standard SAM model, but at the cost of increased computational complexity. The authors concluded that incorporating YOLOv8 with SAM and HQ- SAM models aims to achieve enhanced segmentation results by ensuring improved localisation and segmentation in medical images compared to using segmentation masks directly from YOLOv8, which will also be compared in this paper.
 
Shi et al. [15] conducted a study for an automated method for estimating fish length underwater using a stereo system. It achieves high accuracy and a strong correlation with manual measurements, with a mean relative error below 2.55%. Garcia et al. [16] presents a stereo image- oriented method for detecting and measuring the size of fish in commercial trawling. It involves image pre-processing, fish segmentation using Mask R-CNN, and length estimation through stereo data and curve fitting. Voskakis et al. [17] introduces a system that combines a stereo camera and deep learning for the purpose of estimating the sizes of fish, with a focus on Gilthead Sea Bream and European Sea Bass, within aquaculture cages. It employs a CNN to detect key fish points and then uses stereoscopy for length estimation. All the stereo vision-based approaches have similar goals, such as a non- contact method for measuring the fishes or other objects, not stressing the fishes, and creating a non-invasive, automated process. However, to set up a stereo camera can be expensive. Some of the deep learning techniques in this research are different compared to this study due to the way they measure the length from specific parts of the fish.
 
On single camera approach, Monkman et al. [18] presents a methodology to estimate the total length of fish using photogrammetry captured with a single camera and fiducial markers including a background checkerboard, a foreground checkerboard, and a pair of parallel lasers projected onto the fish surface, similar to using structured light. White et al. [19] aims to create a computer vision system for automated fish species and length identification using colour and shape features. Utilizing a digital camera, conveyor belt, and image processing algorithms like edge detection, colour calibration, colour thresholding, moment-invariant methods, and canonical discriminant analysis to determine the orientation, length, and species of fish. Konovalov et al. [20] presented an image- processing algorithm for the automatic scaling of fish images by detecting and locating a section of a ruler within the image. Utilizing the Discrete Fourier Transform (DFT), the algorithm identifies the periodic pattern of ruler ticks without the need for adjustable parameters or training data. Although the algorithm achieved a precision of 98% on both original and rotated images and 95-96% on images with larger rotation angles, they cannot be apply to prawns since the shape of a fish is less complex compared to shape of prawns in general. Tseng et al. [21] developed a convolutional neural network (CNN) classifier to detect crucial fish regions, including the head, tail fork, and colour plate. The method utilizes pixel-to-distance ratios obtained from the colour plate to estimate the fish’s length, specifically the snout-to-fork distance. However, the colour plate data was also trained which could cause accuracy errors when compared to ArUco markers detection which can be consistently recognized using OpenCV API. Su et al. [22] also did a similar approach but using Mask R-CNN to distinguish the fish body and head from the background and estimate the length based on a reference object. Kurnianto [23] and Monkman et al. [24] proposed applied ArUco marker as a reference point for calibration, with the only difference of having different fish detection methods. Both research also yielded good performance accuracy and concluded that this approach is simple, efficient, and can detect more than one fish at a time, with options to use the system for fish sorting, grading and quality control.





Perspective Distortion and Limitations
• Perspective distortion causes objects farther away to appear 

smaller, even if they're the same size as closer objects, affecting 
accurate measurement.

• Ideally, the ArUco marker should be placed on top of the prawn 
for the most accurate measurement

• All images in this study have the marker placed on the surface 
beside the prawn, making it appear smaller and affecting scaling

• Simple calibration technique was applied by scaling down the 
result by a factor of 0.77 to reduce measurement error

• Factor was considered by using the average prawn height (3 cm 
for medium/large sizes) and the size difference of the marker if 
positioned 3 cm further away
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“While our approach offers significant advantages, it's important to acknowledge some challenges that can impact size measurement accuracy.
Images can be affected by perspective distortion, causing objects farther away to appear smaller. This can lead to inaccurate size measurements.
Ideally, the ArUco marker should be placed on top of the prawn for the most accurate measurement
However, placing the marker on top is difficult
All images in this study have the marker placed on the surface beside the prawn, making it appear smaller and affecting scaling as shown in this figure here
To mitigate the impact of marker placement, a simple calibration technique was applied by scaling down the final results by a factor of 0.77 to reduce measurement error
This factor was determined by assuming the average height of the prawn to be at 3 cm for medium to large sizes, so assuming the marker is positioned 3 cm further away from the top part of the prawn”


Perspective Distortion: Images can be affected by perspective distortion. This means that objects farther away appear smaller, even if they are actually the same size as closer objects. Depth information alone doesn't account for this distortion.
Perspective Distortion: As mentioned before, perspective distortion plays a role. Even with depth information, a tilted object won't have a bounding box that directly reflects its true length.

The models are then fine-tuning where the results have improved significantly. This paper also highlight the importance of the position of the biomarker on the accuracy of the prediction as the height can affect the mathematical model. 

The accuracy of measuring the dimensions of an object dimensions with a standard camera depends on the distance between the object and the camera, as variations in this distance will impact the camera’s perspective, introducing potential inaccuracies in the measurements. 

However, it should be noted that, for the size measurement to be most accurate, it needs to be placed on top of the prawn in this case, as the scaling of the measurement is dependent on the position of how close the marker is relative to the camera. Hence, this is one of the limitations of the study, as the placement of the marker is difficult to put on top of the prawn. All the images were taken with the marker placed on the surface beside the prawn instead, so the marker appears to be smaller than what it could have been, resulting in the scaling of the measurement changed. Figure 2 shows an illustration of this issue.
�Assuming that the camera is from a top view of the prawn, it can be seen here that the scale of pixel to cm ratio would be different if the marker is placed on top of the prawn and closer to the camera. To mitigate this issue, a simple calibration technique is applied to reduce the error of the final size measurement by scaling down the final results by 0.77, this scale factor was found based on the average height of the freshwater prawn which was calculated to be at around 3 cm for medium to large sizes, and also by calculating the size scale factor of the marker if it was moved further away from the camera by 3 cm from its initial position.




Experimental Setup
Two Approaches:

1. YOLOv8 Segmentation: 
• Directly segment prawns to obtain prawn shape information.

2. YOLOv8 Object Detection + SAM: 
• Use YOLOv8 to detect prawns and generate bounding boxes.
• Utilize SAM with bounding boxes as prompts for prawn 

segmentation.

Measurement and Calculation:

• OpenCV calculates minimum area rectangle (oriented bounding 
box) for each prawn segmentation.

• ArUco marker perimeter is measured in pixels to establish a pixel-
to-cm conversion ratio.

• Prawn length and width are calculated by: Multiplying the 
bounding box dimensions (longer side for length, shorter side for 
width) with the pixel-to-cm ratio.

Source: OpenCV

Source: Roboflow
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“ For the experiment setup,
This study employs two approaches, which is by: utilizing the YOLOv8 segmentation model for prawn detection and segmentation straightaway, and another approach by using the YOLOv8 object detection model to create bounding boxes for prawns, which serve as prompts for SAM to do the segmentation. These two images here show an example of bounding box prompt for SAM to segment that object part of the image from inside the bounding box
The segmentation results are utilized by OpenCV to calculate the minimum area of a rectangle, ensuring accurate size estimation regardless of orientation. The figure with a lightning bolt from OpenCV here shows how it would usually look like if only object detection is used which will leave a lot of space that can result in inaccurate measurements, so by having the segmentation information the bounding box can be oriented and accurately follow the actual prawn shape
The program measures the perimeter of the ArUco marker in pixels, converting it to find the pixel-to-cm ratio. This ratio is then used to calculate the length and width of the prawn by multiplying it with the length of the bounding box. In which The longer side of the oriented bounding box represents the length, while the shorter side represents the width. ”


Source: Roboflow

This paper will test out on two different approaches as stated before, the first one is to use the YOLOv8 segmentation model for the prawn detection and then get the prawn segmentation, and the other approach is to use the YOLOv8 object detection model to create the bounding box of the prawns detected, which will then be used as a box prompt for SAM to get the prawn segmentation. The OpenCV library will utilize the segmentation results to create and calculate the minimum area of a rectangle to create an oriented bounding box that will follow the shape of the prawn, this will allow the detection of the prawn size estimation to be more accurate in any angle or rotation of the prawn. The goal of the detection is to detect the length of the prawn from the tip of the head (rostrum) to the tip of the telson (tail), while the width is from the carapace width, so all the dataset masks information images annotated all parts of the prawns accept the legs (chelipeds, pereiopods). As a reference, Figure 4 shows the biology of freshwater prawn to show a better understanding of which body parts are preferred to be segmented. Both the YOLOv8 segmentation and object detection models were trained on the largest YOLOv8 backbone, YOLOv8x-seg and YOLOv8x, on the same dataset containing 8370 training images, and 711 validation images, for 500 epochs, with the best epoch saved at around epoch 110, and setting the image size to 800.

The program will measure the perimeter of the Marker in pixels, and be converted to find the pixel-to-cm ratio, which will then be used to calculate the length and width of the prawn by multiplying the pixel-to-cm ratio with the length of the bounding box of the prawn, in which the longer side of the oriented bounding box is for the length of the prawn, while the shorter side will be for the width. Since the bounding box is rotated at an angle, to calculate the length and width of the prawn through the oriented bounding boxes, a distance formula is applied between two corners of the bounding box. This study tested on 59 prawn samples that were captured from the top view. The predicted length and width values will be displayed on top of the image where the prawns are detected. The results will be collected and will be compared with the actual measurements after scaling down the predicted values.






Dataset:

• 8,370 training images

• 711 validation images

• Images include freshwater prawns captured from a top view

• Annotations exclude prawn legs (chelipeds, pereiopods)

Training Process:

• Both YOLOv8 segmentation (YOLOv8x-seg) and object detection 
(YOLOv8x) models were trained

• 500 epochs with best epoch saved around epoch 110

• Image size set to 800 pixels

Evaluation:

• 59 prawn samples were tested

• Predicted length and width values are displayed on the images

• Results will be compared with actual measurements after scaling
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“ The dataset for training the model comprises of 8370 training images and 711 validation images, with annotations covering all parts of the prawns except the legs (chelipeds, pereiopods)
Both YOLOv8 segmentation and object detection models are trained on the largest YOLOv8 backbone (YOLOv8x-seg and YOLOv8x) for 500 epochs, with the best epoch saved around epoch 110, using images resized to 800 pixels.
The study tests on 59 prawn samples captured from the top view, with predicted length and width values displayed atop the detected prawn images
The results are then collected and compared with actual measurements after scaling down the predicted values for evaluation

The prawn image here shows the annotation process for training the model, the left side is for object detection which only needs bounding box, while the right side is for segmentation which needs to draw out the lines following the shape of the prawn, excluding its legs”



Results & Discussion

Initial Findings:

• Both YOLOv8 segmentation and YOLOv8 with SAM showed similar results with a significant 
overestimation of prawn length (predicted vs. actual: 20.5 cm vs. 15.7 cm and 20.8 cm vs. 15.7 cm, 
respectively)

Fine-Tuning:

• Fine-tuning significantly improved the accuracy of predicted prawn length for both models: 
• YOLOv8 segmentation: 15.8 cm (mean absolute error: 0.93 cm)
• YOLOv8 with SAM: 16.0 cm (mean absolute error: 1.10 cm)

• YOLOv8 segmentation outperformed YOLOv8 + SAM in width prediction due to: 
• More accurate exclusion of prawn legs during training
• SAM lacking a method to exclude legs in width estimation

Overall Performance:

• Length prediction achieved high accuracy with mean absolute errors below 1.2 cm

• Width prediction showed significant differences due to leg inclusion, or tail being wider than 
body in some cases
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“before fine-tuning the models. Interestingly, both YOLOv8 segmentation and YOLOv8 with SAM displayed similar results, although with a tendency to overestimate prawn length. After fine-tuning, the models significantly enhanced the accuracy of predicted prawn length. YOLOv8 segmentation achieved a mean absolute error of 0.93 centimeters, while YOLOv8 with SAM a mean absolute error of 1.10 centimeters. 

In terms of comparing  YOLOv8 segmentation and YOLOv8 with SAM, Both approaches yielded good results in terms of length prediction, with no statistically significant difference between them. However, YOLOv8 segmentation outperformed YOLOv8 with SAM for width prediction. There are two main reasons for the difference in width measurement accuracy. Firstly, YOLOv8 segmentation was specifically trained to exclude prawn legs during the training process, leading to more accurate width measurements." "Secondly, in some cases, SAM included the prawn's legs (chelipeds and pereiopods) in the segmentation, resulting in a wider measurement than the actual body width. As you can see in the Figure here, the inclusion of legs can significantly impact the width measurement . Another thing to note is that sometimes the tail is wider than the body, leading to the width measurement being made based on its tail instead

Overall, our approach achieved a high degree of accuracy in prawn length prediction, with mean absolute errors below 1.2 centimeters. However, width prediction presented some challenges due to leg inclusion in certain instances." 

The proposed solution is compared extensively using statistical tests against segmentation model with and without fine-tuning. Initial results shows that both YOLOv8 segmentation and YOLOv8 with Segment Anything Model (SAM) give similar results with the actual mean length of 15.7 cm and predicted mean lengths are 20.5 cm and 20.8 cm respectively. However, after fine-tuning the parameter, the accuracy of predicted results improved significantly with 15.8 cm for YOLOv8 segmentation and 16 cm for YOLOv8 with SAM. The mean absolute error of 0.93 cm for YOLOv8 segmentation and 1.10 cm for YOLOv8 with SAM, and the width of 0.48 cm and 0.78 cm respectively.

EXPERIMENT RESULTS 
 
During sampling, actual length of the prawn was measured using a ruler from the rostrum to the prawn tail tip, while the width was measured by using a vernier calliper. Table I displays the measurement and error comparison between ac- tual measurement values and predicted values. The fine-tuned model with corrected values based on YOLO and SAM models are also presented. The corrected-YOLO and corrected-SAM recorded the least mean absolute error and percentage error at 0.93 cm and 5.79%, and 1.10 cm and 6.97%, respectively, with no significant differences when compared with the actual measurements (Table 1; p < 0.05). This can be seen from the overlapping measurements in the boxplot in Figure 6, between actual length, corrected-YOLO length and corrected- SAM length. It can also between that the distributions of the actual and corrected finetuned length have the similar box sizes. This is because the masking precision for both YOLO and SAM always performed with high accuracy in terms of detecting the prawn length from the rostrum to the prawn tail tip correctly, as shown in Figure 5.
 
Alternatively, the width measurements recorded significant differences between the actual, predicted, and corrected values from YOLO and SAM (p < 0.05). This is because in cases where the tail size is wider than its body (carapace), the tail will be measured for the width instead of the actual body width of the prawn, as shown in Figure 5. Another reason for this is that in some cases, both segmentation result approaches will sometimes include the legs (chelipeds, pereiopods) of the prawn, resulting in a significant difference in the estimated width compared to the actual width, an example of this problem can be seen in Figure 3. This is highly apparent in the SAM approach as there is no method applied to prompt the SAM to not include the legs of the prawn, compared to the YOLOv8 segmentation model because it was trained to not include the prawn legs.




Conclusion & Future Work
Overall Findings and Significance:

• This study demonstrates the potential of computer vision for automated prawn size measurement

• YOLOv8 segmentation achieved good accuracy in length and width prediction with proper training

• The proposed approach offers a non-invasive and efficient alternative to traditional manual methods

Benefits for Prawn Aquaculture:

• Improved efficiency in prawn sampling and size measurement

• Reduced stress on prawns by eliminating handling

• Potential for real-time size monitoring and data collection

Challenges and Limitations:

• Width Measurement Difficulties

• Perspective Distortion

Future Research Directions:

• Keypoint/Landmark Detection: Enhance accuracy by detecting specific body points for measurement (e.g. to identify specific prawn body parts for 
accurate length measurement)

• Stereo Camera: Utilize depth information for more precise size estimation without the need of a reference point

• Weight Regression Model: Develop a model to predict weight using length and width data

• Improved SAM Training: Train SAM models to better distinguish prawn bodies from legs

プレゼンターのノート
プレゼンテーションのノート
“
"This study has explored the potential of deep learning for automating prawn size measurement in aquaculture. We compared the performance of YOLOv8 segmentation and using YOLOv8 with the Segment Anything Model (SAM) for this task, leveraging ArUco markers as a reference point for distance calibration."
"Our proposed approach offers a non-invasive and efficient alternative to traditional manual prawn measurement methods. By eliminating the need for handling, this approach reduces stress on the prawns and streamlines the process."

"We identified width measurement as a key area for further refinement. Challenges arose in cases where prawn tails were wider than the body or when segmentation inadvertently included prawn legs. These factors can lead to inaccurate width estimations, particularly with SAM.”

"Looking ahead, we're excited to explore several promising avenues for enhancing this system's capabilities. Here are a few key areas of focus:"
* **Keypoint Detection:** "By incorporating keypoint detection, we can pinpoint specific body parts of the prawn for more precise length and width measurements. Examples of how this would look like can be seen in these images here" 
* **Stereo Camera Integration:** "Utilizing a stereo camera system will enable us to capture depth information, allowing for size measurement without the need of a reference point to calculate a pixel to cm ratio."
* **Weight Regression Model Development:** "We aim to develop a model that leverages the length and width data to predict the weight of the prawns. An example of this can already be seen in the previous slide on perspective distortion just now"
**Improved SAM Training:** "Further training and and fine tuning SAM models could enhance SAM's ability to distinguish prawn bodies from legs, leading to more accurate width measurements. Because I’ve heard that SAM can be trained with custom data and there are public SAM models that were fine tunes such as for medical imaging and for mobile devices" 
“

CONCLUSION 
 
This study has applied deep learning techniques by comparing YOLOv8 and SAM (Segment Anything Model) to automate prawn size measurement using an ArUco marker as a reference point for the distance to cm calibration. The objective is to improve the traditional manual methods of prawn sampling by efficiently measuring both length and width of the prawns through non-invasive method. The findings revealed that while both the YOLOv8 segmentation and the YOLOv8 with SAM approaches accurately measured prawn length, width measurement faced challenges, notably in cases where prawn tails were wider than the body or when legs were incorrectly included in segmentation.
 
This concludes that in the current approach, the YOLOv8 segmentation model produces a higher precision than when using SAM with YOLOv8, but it should be noted that for both approaches this issue can be solved by training more images for the YOLOv8 segmentation model and fine-tuning the SAM weights while also finding out an approach detect the prawn legs and remove it from being segmented. For future improvements, the study suggests exploring other deep learning techniques like Detectron2 and integrating prawn keypoint detection to ensure that the correct body parts of the prawns are measured to achieve more accurate length and width estimation results. The relationship of weight will also be investigated as the future work.




Thanks for listening
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