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Cloud service models
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From Cloud-onomics

= There are hundreds of cloud vendors ...

—

*Business competition

| ack of official '

— standards

= Due to -

= Differences among the stacks: hypervisor, networking
Infrastructure, data storage facilities, management means,

= VVendor lock-In issue:

= Lock cloud users into services provided by only one vendor!

= Can you transfer data and applications to and from the clouds at the
same time?

*Richard Stallman is founder of GNU Project and Free Software Foundation



Vendor Lock-in Figures

What concerns you about moving to the cloud?

Lock-into Cloud Vendor

Having My Data Locked-in

e

Environment

Being Locked-in to a Development
Language

Having my Log Files Locked-in

Source: RighScale blog

Avoid Vendor Lock-in = > More Service Choices => Lower Cost




Why Interoperability?

= Avoid vendor lock-Iin

= Take full advantage of the cloud as itself and not as a vendor
Infrastructure, platform or service

= Develop applications/services once, deploy anywhere

= Open research directions:
= Enable hybrid clouds
= Brokering cloud services
= Cloud service marketplace




Concepts

= Interoperability: Abilit
for different cloud to talk
to each other

= Portability: Ability to
move application, data,
tools from one cloud to

another

Move for
Deployment

- Federation: Ability to  ___ |
bring together services Maps ¢
from various cloud Tand
vendors to provide a Deployment
solution




Interoperability between Clouds?

= Ability to use the cloud services provided by multiple vendors
= Across vendors within cloud approach
= Across cloud approach

= Ability to move data and code from one cloud to another or
backto the enterprise(portability)

Across Cloud Approaches
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BIG DATA LANDSCAPE, VERSION 3.0 | Exited: Acquisition or IPO. |
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Charateristics: 4V
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CAL: Cloud Abstraction Layer for Development and Deployment of
Cloud Applications.

Semantic Cloud Resource Model

Description of developed application requirements (use fully-distributed
Intelligent classification algorithm (light-weight, online learning, and fast
responses) that is accurate and scalable for large systems (multiple
clouds)

Resource provision: Add intermediation state for VM (MIDDLE state
beyond ON and OFF) improve QoS

Scalable Technique: Resource Consumption Prediction: ANFIS
(neutron + Fuzzy): improve QoS




Cloud Resocurce Broker

Development and Deployment framework
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CAL - Cloud Abstraction Layer [1]
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Semantic Cloud Model [5]

Definition and description of services

Automatic creation (generation,
composition)

Description of developed application
reguirements.

Automatic search of resources.

Technical adjustment according to
application requirements

Automatic migration/deployment

services and data

Semantic Model provides a platform
with unigque strengths — interoperability,
scalability and understanding of
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Usage Resource Prediction Model

= ANFIS architecture
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Uncertain and incomplete data

management [3] [ —
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Concluding remarks

The cloud is inevitable choice for hosting Big Data
EcoSystem

Needs of openness, extensibility, flexibility, adaptabillity,
Interoperability

Toward a brokering framework for cloud and big data
services

Cloud abstraction layer

Uncertain and incomplete data management: integration and
guerying

.... different optimization aspects (overhead cost and adaptability)
..... privacy ...




References

1. Binh Minh Nguyen, Dang Tran, Quynh Nguyen. A Strategy for Server
Management to Improve Cloud Service QoS. DS-RT 2015.

2. Cuong Dao-Duc, Hua Xiaohui, Olivier Morere. Maritime Vessel
Images Classification Using Deep Convolutional Meural Network.
Submitter to SolCT 2015

3. Quang-Duong Ha, Tuyet-Trinh Vu. Using cache to improve top-k
guery processing in P2P system. ISIPS 2015

4. Debabrota Basu, Qian Lin, Weidong Chen, Hoang Tam Vo, Zihong
Yuan, Pierre Senellart, Stephane Bressan. Cost-Model Oblivious
Database Tuning with Reinforcement Learning. DEXA 2015

5. Binh Minh Nguyen, Quang Minh Dao. Towards a Semantic Model of
Resource in Cloud Environment. SolCT 2014.







