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• Static routes cannot accommodate the ever-increasing mobility needs of huge populations [1].

• Stop-skipping strategy is one of the popular public transport route optimization methods [3].

Introduction
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Bus Stop-Skipping Strategy (1 Express and 1 No-Skip)  
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The bus stop-skipping scheme 

starts with express bus i and is 

followed by a no-skip bus i+1. 



Problem Statement

Optimal tradeoff can be achieved under

deterministic scenarios (e.g. history traffic

conditions and passenger demands)
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Limitation: Cannot adapt to real-time 

conditions (e.g. traffic congestion level).

Real-time



Related Work (Nonlinear Programming)
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• In [5], the authors formulated the stop-skipping issue as a nonlinear 0-1 stochastic

programming problem. However, they neglected the operating cost incurred by the bus

operators.

• To reach an optimal tradeoff between both operators and passengers, the work in [6]

formulated another nonlinear integer programming problem. However, the solution was

found via a brute-force approach.

• Limitation: These works focuses on solving the bus optimization problems by assuming

fixed travel time.



Related Work (Bio-inspired Algorithm)
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• The authors in [7] utilized a genetic algorithm (GA) aided by a Monte Carlo simulation. To

reduce the risk of passenger service imbalance, they considered bus route optimization

comprising of one express lane, followed by another no-skip flow.

• The study in [9] also resorted to a GA approach but considered the factor of imbalanced

passenger demand.

• Limitation: Deriving an optimal stop-skipping strategy requires full real-time traffic

conditions for all bus stations. It is impractical since the traffic conditions may change when

the bus moves to intermediate stops.



Proposed Solution (Deep Reinforcement Learning)
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System Model
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DDQN = Double Deep Q Network



System Settings
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• Passenger demand, 𝑃𝑖,𝑘 = 𝑈𝑖,𝑘 + 𝑉𝑖,𝑘

• Average waiting time of boarding

passengers, 𝑇𝑤,𝑘 =
𝐻𝑖,𝑘

2

• In-vehicle time, 𝑇𝑣,𝑗𝑘 = 𝜏𝑗,𝑘 + 𝑡𝑗,𝑘 ⋅
𝑙𝑖,𝑗

𝑙𝑚𝑎𝑥

• Bus running time, 𝑇𝑟,𝑗𝑘 = 𝜏𝑗,𝑘 + 𝑡𝑗,𝑘

• Number of stranded passengers, Li,k-1

• Average waiting time of stranded 

passengers: 𝑇𝑤𝑠,𝑘−1 =
𝐻𝑖,𝑘−1

2
+ 𝐻𝑖+1,𝑘−1

Parameters Values

Number of stations 10

Frequency of express (no-skip) trip per trip 30 minutes

Dispatch interval between express and no skip trip 15 minutes

Learning rate 0.0005

Activation function ReLU

Number of input nodes 8

Number of hidden layers 3

Number of hidden nodes 832

Number of output nodes 3

Batch size 32

Discount rate 0.4

Experience memory size 5000

Epsilon Decay 0.999



Reward Function
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• One episode equals one express bus lane and one no-skip flow.

• The step reward function in the express trip: Rt1=
C1Pi,k

C2Tw,j+C3Tv,jk+C4Tr,jk
−0.3

• The step reward function in the no-skip trip: Rt2= C5

Li, k−1

Tws,k−1

• An additional reward constraint, R, has been included to incentivize or penalize the agent's

decision to reach the terminal station:

𝑅 = ቊ
5 , if bus i reached station N

−5 , if bus i unable to reach station N



Bus Route and Estimated Time Arrival (ETA)
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DDQN Training Results 
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• Three passenger demand scenarios are considered:

➢ Scenario 1: Static passenger demand

➢ Scenario 2: Dynamic passenger demand varied with time

➢ Scenario 3: Random passenger demand.

Scenario 1 Scenario 2 Scenario 3



DDQN Evaluation Results
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• Conventional method adopts two no-skip routes.

Scenario 1 Scenario 2 Scenario 3



DDQN Stop-Skipping Patterns
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Scenario 1

Scenario 2

Scenario 3



• A DDQN strategy for optimizing express bus routes based on passenger demand and ETA

has been proposed.

• The reward function has been designed to reflect the satisfaction levels of both bus user

and operator.

• The proposed scheme outperforms the traditional approach in all three different passenger

demand scenarios.

Conclusions
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