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V General Background & Project Goals

V Proposed Research

A Survivable and Scalable OXC Node Architecture (Nagoya Univ.)

A Highly Survivable Protection Schemes for Trustworthy Optical Networks (Kagav
Univ.)

A Trustworthy Connection Resource Management (George Washington Univ.)

V Collaboration Plan & Time Table



w NAGOYA

UNIVERSITY

@ KAGAWA
UNIVERSITY
\

General Background & Project Goals




7 NAGOYA

UNIVERSITY

Background S G

Extremely fast traffic growth in the Internet . SOl dza S 2 T X

Cisco VNI (Visual Network Index) Broadband connection speed: x2 faster (22021)
127 times/16 years (2068021) Emerging applications: 5G, UHDTV(up to 144Gbp:
3.2 times (average), 4.6 times (peak) / 5 years (Z21%1) Cloud based services

ICT based society

In Japan
+29.7% lyear (2012018)

Optical networks

Only optical networks can carry the huge traffic. (10+Tbps/fiber, 1000fibers/cable)
Offloading from wireless to fiber (ex. 5G, Radio over FiReR)

) - Almost constant
Optical channel capacity: 10Gbps, 40Gbps, 1OO@|@OAGpr§ nnnDO LJ)
a/ KFEFyySt OIF LJ OAlue SYyKI yOSY&ydehlink ¢ NJ P

»Large scale optical nodes with many compon
Failures Scalability & CAPEX
5A&Fa0SNBY SENUKIjdzk1Saz GelLKz22ydzs OTadzytr YAX
Random failures: # of failures will increase as components in a network will be more.
Connection disruption has huge impact on our ICT based soci
Resiliency Trustworthyness

5

5

Tools

Recent advancement of machine learning. 5 _ i .
{LISOAIL Tt AT SR a2F0s6INB YR KI NRgI NB (’)S

5

5
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Trustworthy & fAprofitabledwac

Logical links defined
by path connection in
the optical layer

S
Revenue

Traffic/connection deman
ervice Level Agreement

Advanced transmission

Resiliency tical networks/la?ers

Redundancy in networks

NEWTIL W Costeffective, scalable, &
Nodelevel parallel hardwarefzzrae sy

Tradeoffs between CAPEX reduction and resiliency level.
Revenue is defined in the upper layer and CAPEX (i.e. cost) in the lower layer.

Essentially difficult and complex proble
. Optical network design problem P completesven if we omit the resiliency requiremen

s
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Developmenbf highlyreliableand costeffectiveopticalnodes

Hybrid protection/restoration frameworks for the robustness
againstmultiple node/link failures

Finegrained connectionlevel availability (as opposed to
network-levelsurvivability)management
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Survivable and Scalable OXC Node Architecture

Hiroshi Hasegawa (Nagoya University)
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Current optical nodes rely on complex components; i.e. WSSs.
A Less reliable than conventional thermo -optic switches.
A Limited port count, High cost, Transmission impairment, etc.

Steep traffic growth motivates the introduction of parallelism to optical
networks.

A Fiber cables with many fibers, Multiple -core fibers, Spatial division
multiplexing, etc.

A However, costly large  -scale optical nodes will be necessary.

Goal: Develop a novel highly reliable, scalable, cost - effective optical
node architecture.

Achievement in the past year

A Cost-effective node architecture that adopts spatially -joint switching and
flexible wavebanding

A ML-based RWA algorithm
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A pair of conventional WSSs A conventional WSS in the spaijaint-switching mode

=

""""" Output group #2

W
—=""\

Output group #3

Ninput MCFs
(NM cores)

Spatially jointed, but
flexible path grouping in
the frequency domain

Fanin/out device

| | WB#1 /_/\

A set of signals of the same
wavelength will be routed togethe
to the same output port group

=

Reduce the number of WSSs
Lower degrees of WSSs (ex. 1x2Ax2@7core)

M-core MCF j i
— Joint SWEA
1xB WSS

/

WB#B

] =

NxN
forc N output MCFs

(NM cores)

A cascading WSSs __~

WB#1 to outgut
. NXNDGSW
E for core#1 'y MCF #N E
- Joint SWE : WB#B Joint SW EE*%
L 1xB WSS=3"" \ Bx1WSSH .
NXNDGSW
// for core #M # Of WSSS: 1/M or |eSS

Proposed node architecture

|
Arrayed BIMNxNoptical switches

(Higher resiliency and

JJ

E)etter costeffectwen@
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Flexible WB #1

M-core MCF f‘{

m Separation/grouping in the frequency
: > | domain is common to all cores.
~—J oaaLd GA lwavemndi@dg & y G

2 @gSokyRa 11 61T1TM
canbe routed to different outputMCFs.

Core #M = >
‘ Freguency
Fanin/out /device W}B "
M-core MCE Joint SWEB | NxNDGsSW =4 Joint SW#% Flexible WB #2
1xB WSg23 for core#1 / BxIWSS .
: WB#1 :
: . NXNDCSW
Ninput MCFs ' for core #iM _ Noutput MCFs
~ - (NM ) - - - - -
(i cores) ; : Spatially jointed, however still flexible
H [ NXNDGSW A WB#1 to outgut : . .
AV UV in the frequency domain
: : 3 P we#B o i
~ NXNDGSW
for core #M

‘\‘
Arrayed BMNxNoptical switches
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# of cores in each MCF; 4 4 )
Frequency bandwidth: 4.4THz (352 x 12.5GHz width slots)
Channel types (# of slots): 100Gbps (4), 400Gbps (7), 1Tbp
WSS types: 1x20 (1x4 for joint switching)
@(5 regular me9 PanEuropean
Metrics
# of fibers necessar
Normalized by these for @
# of WSSs necessary conventional corewvise switching
USA Japan

Fanin/out device

NxNOXC
for core #1

= |N outputs

NXNOXC
for core #M

Conventional (Corgvise switching)

Fanin/out device

M-core M

Joint SW
1xN WSS

N inputs

Joint SW
1xN WSS .

Joint SW
1xN WSS

M SMFs

Joint SW
1xN WSS

= |N outputs

Conventional (Joint switching)
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# offibers # of WSSs

Normalized # of fibers relative

1.4 —m—Proposed (B=1)=e=Proposed (B=2)—+—Proposed (B=3) % 1.5
=>=Proposed (B=4)-Proposed (B=8) o) n Proposed

@13 0 . o
c e m Joint switching
£1.2 Qe\UL
}E_,J / = G ' Corewise
» 1.1 S &
@ o * P95 |
) e 3 a
S aﬁ—%—b@—ﬁw N 'S
b ~Corewise T O
8 0-9 T T T T T T T T T 1 E 8 O 1
=) 1234567891029 1 2 3 4 5 6 7 8 9 10

Average # of paths between each node pair Average # of paths between each node pai

A Almost equivalent routing performance
A WSS number reduction: up to 75%

Fanin/out device

Fanin/out device

M-core M

Joint SW

NxNOXC
1IxN WSS

for core #1

Joint SW
1xN WSS .

N inputs N outputs

N outputs

Joint SW

NxXNOXC 1xN WSS

for core #M

Joint SW )
1xN WSS
M SMFs

Conventional (Coravise switching) Conventional (Joint switching)
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Applications of Machine Learning to Optical Networks
A Most of existing studies focus on optical transmissions.
=) Supervised learning with numerous training data samples.
A However, the application of MLs to the control/management of optical netwo
IS hard.
m==) Many parameters (10000+) will be necessary to describe a status.
A No common metric like BER for the transmission.

Size of the state vector

DeepRMSAX.Cheret.al., OFC2018] al 2F FTAOSNEE | E
~ 6 nodes/ 16 unidireftional links

Topologies Size of the state vector

5x5 regular mesh 25 40 28160

USA (USNET) 24 43 30272 2 N 3

Pan-European (COST239) 19 37 26048

Japan (JPN25) 25 43 30272

# of frequency slots = 3524@nd), # of fibers on each link =1 |
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Blocking ratio

[ Enhancementn LearningEfficiency of Deep NNs

[C. Chunyen et.a ECOC2018]J.S. Varela et.aDFC2019]

G/ dzZNERS 27 ﬁeﬁfsga)\z Ft AG@ ¢
Imension Reductlon & Relatively Compact NNs

Proposed

al. ICTON2019] # of layers of NN3

or each wavelength, find a route that is optimal
in terms of the proposed metric. Then fin
optimal pair of route and wavelength.

Q= =

NN
Query| |State value

p—

/cf§>o

o~

opology is same for all wavelengths/slot

Temraf el
iR Assignme

Candidates [~

The pair of route and wavelength

nt

the
maximizes the state valug selected.
s with multiple fibeys (]
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S K DS y2 Qéf y 2 Ifﬁc@ngedfrmftblé)\ (i
gl SO0l yR NRdAdzUAY3d YZ2RSEOD

1. The number of costly WSSs is substantially reduced.

2. It overcomes the limitegbort-count issue of joint

switching WSSs.

Better reliability and implementation cost.

H. Hasegawa, Subramaniamand MJinn& 4 b2 RS | NOK
[LI GAFffe W2AYGSR CfSEAOGES 21
Dublin, Ireland, Sep. 20190int publication

o

A novel reinforcementearningbased dynamic control
algorithm for optical networks has been proposed.

RShirakk |, ® a2NAZ | & | FaS3Itegls YR Yo {| G
Networks with Adaptive State | £ dzS ! aaSaayYSyd 9yl of SR o
International Conference on Transparent Optical Networks (ICTON 2019), paper Sa.A
Angers, France, July 20F2est student oral presentation award
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Highly survivable protection schemes
toward more trustworthy optical networks

Masahiko Jinno (Kagawa University)
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V Shared protection ensures 100% recovery from an
arbitrary  single link failure, while saving backup
resources by sharing them among link-disjoint working
paths .

V In case of double link failures where working paths that
mutually share their backup resources are
simultaneously cut due to, e.g ., a catastrophic disaster,
only a part of the working paths can survive

V The goals of our task:

1. Develop fault -recovery strategies and algorithms

1 Enhance connection survivability in the case of multiple
link -failures in optical networks, while saving the
backup spectral and regeneration resources.

2. Extend them to support spatial division multiplexing
(SDM) networks
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V Take advantage of sliceable transponders (STs) and
sliceable regenerators (SRs)
V Connection survivability for double link failures

significantly increases through mutual concessions in
bandwidth of affected demands

A Shared protection with fallback (SP -FB) operation

Regen. resources

y

a ! 300 Gb/s =1 (p
10%3@2 HPSES
>
50035z Bhediss
Regen. resources
SRR ERSRMESES /< om . Regen. resources
©: 200 Gb/s =2 © (VER)
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of failed links
S BGeRSTY

V Previous study

A Connection survivability =~ was evaluated for double link failures
occurring at two randomly chosen links

A Corresponds to the case where fiber cuts due to road piping
work etc.. occur in different places by chance.
V In a catastrophic disaster, failed links are most likely
geographically close to each other

A B C) Y ‘ A B (@ ®
Lig
B e ) , R
ﬁDEA ¢ e @ @EEnETG)
o A __a
o @ K T @ K T
W W © (P N O, P
Fiber cut at two points that are Fiber cut at two points that are
not geographically correlated geographically close each other
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1. Evaluatedthe effect of geographicaldistribution of failed links on
survivabilityimprovementin translucentE ONemployingSRFB

2. Categorizefailed link pairs into near, middle and far in terms of the

distancebetweenlink centers

3. Foundthat SPFBis effective for double link failuresin both casesthat
failedlinksare geographicallgloseeachother or not.

100
90

42_7 1 § 80
L CI; 70
tq G h" E 60
@ 50
¢ o v @ S 40
S 30
W N OB P 3 2
: 10
(@) Near links (c) far links 0

(e 1) W5< 1)

SPFB

A
r \

SP
w/o FB

X
4x4
DT 14

Total

Near Middle Far Total
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Preliminaryexperimentof spatialchannelnetworking with two types of low-loss
SXGorototypes which will be a basisfor the demonstrationof applying SRFBto
SDMnetworks

Spatial add/drop "**~., OCh3 (100 G)
& spectral grooming 2 OCh2,50Ch4, 6
: 0
S ——— NYWM
: > f
OCht: (900 G, Bueip) och3
3 : ochi
OchZ (900 G, Working) AT > f
WDM layer
S/platlal bryl/pass SNISSXC : Scs e I ?p?tlal b)r/]pass
w/ lane change \\f win i osms3 b K/ w/o lane ¢ angre
Spatial channel $ TSI TTECTR o
P _ Y ARG SCHL (Buckup) "o 3
protection Y N4 (w/ lane change) *e N\
S I _ * \&
SCHhL (Working) v A MCE
/L SMS 1 core
CSSXC 1 SMSSXC 2 SDM layer
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MS1
A-core MCF SCh1 (Working)
....... =0
= Bl .
l (a) Reference (all cores illum(impdezire MCF
@éi ‘ Norma (@ Q ,SCh‘Z@ SCH
we § 0@ || il | state
: bk b b :
— é SChadd/drop
: 3

(dSMS2 (e) SMS 3
SCIPPA—enin
SChbypassing and LC

SMS2, SVs4

©

Protecti
on state

10d N '
_ | - (MSMS2  (g) SMS 3
1§I)2.6 GHz 19?;.1 MHﬂéZ.G GHz 193;.1 GHz 193.6I=G|f—|z 102 -._:ltion&mk
Sthi1(Working)
@3 (b)SCte ﬁj :z:‘”m@m” A Realtime preFEC
B s BER measurements
10% . 106 confirmed that there
PR nywen TS 107 is no OSNR penalty
192.6 GHz 193.1 GHz 193.6 GHZ92.6 GHz 193.1 GHz 193.6 GHz 108
(c)SCi8 (d)SCh 10°

12 14 16 18 20 22 24 26
ONR(dB)
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Summary

Investigatedhow geographicadistribution of failed links affect the extent of
survivability improvement when employing SPFB in translucent EONs
Foundthat SRFBis effectivefor doublelink failuresin both caseghat failed
linksare geographicallgloseeachother or not.
V Y. Azuma, T. Kodamd, Jinng H. Hasegawa, and S. Subramariam & 9 F F SO
geographical distribution of failed links on survivability improvement in
ONJ yvat dzOSyd StFradad 2LIGAOFE ySis2N]
ACP 2019

Built a spatial channel network testbed and conducted preliminary
experiment of spatial channel networkingvhich will be a basis for the
future demonstration of applying SFB to SDM
V' M. Jinng T. Kodama,T. Ishikawa K Yamashita,Y. Asano,R Nakai and D. Suzuki,
a5 S Y 2y aaof §datialcianyhelnetworking using two types of hierarchical
opticalcrossO 2 Y Y SEFOQ@DE%
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P-Cycle Design in Elastic Optical Networks

Suresh Subramaniam
(The George Washington University )
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P-cycle Link Protection o KAGANA
B A B
D C D
F E F
B A B
D C D
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Generate a set ofpycles that covers all links and
minimizes spectrum usage

Factorsthat influencethe performance of gycles:

v HoplLengthofD@ Of S b t NP USOUAZ2Y [/ 2ad
v The number of links that can be protected by th&@ Ot S I
Sharing Protection

v Physicallength@-Oe Of S h a2 RdzZf F G A2y C2 NJ

R
N
N\

e
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P-cycle design with 3R regeneratonsEONS
V 3R regeneratocan reducdransparent transmissiodistance
(i.e., reduce segment lengtl) Higher level modulations

V Length oflightpathis determined by relative position between
3R regenerator location addyhtpath




71 NAGOYA

UNIVERSITY

P-cycles in Transparent EONs KAGAWA

UNIVERSITY

P-cycle Evaluation & Selection

V'  Proposed two novel linkased pcycle evaluation methods: individualgycle selection
(IC) and gcycle set selection (SC) t8ONs

V  Proposed Traffic Independentdycle Selection (TIPS) and Traffic Orientegdbe
Selection (TOPS)

P-cycle Set Generation

V Find a set of fycles based on IC and SC.

V Form arandom gycle”A Expand gcycleA Form additional goycles if needed
Routing and Spectrum Assignment

V Shortest distance working path

V Select modulation indelsased on he total physical distance of the protection path

V  Firstfit spectrumassignment
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Spectrum Usage (Numberof FSsPer Link)

QOTOPS-Best

QO riPs-Best
QOTOPS-ToplC
anPs-ToplC
@=amiltonian

@ TopAE

600 4 DRandomCycleSet

RNAYY

ETECNT ERITASNA LA REVRY

400 ‘ -

T >
ERTRATTIMERARRA VR TN R ey s e———"

T IRIEVTWAARLT VI I RIS

B =)

LB CNOCARL NG LR L A LORCIARL OO ARLLTWEL

Ll Ll

100 200 300 400 500
Number of lightpath requests

600

Cost239 Network



