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ABSTRACT

This paper reviews a signal-to-noise ratio (SNR) in Very-Long-Baseline Interferometry
(VLBI). The SNR is an important factor to estimate a delay observation error and a formal
error on solved-for parameters, such as baseline components, clock offsets and other
physical quantities. The SNR is expressed as a function of system parameters, such as
antenna gain, system noise temperature, video bandwidth and integration time, etc. Delay
observation error is given in terms of the SNR and an “improvement factor” of bandwidth
synthesis by taking coherence loss into account.

Consideration is paid for the coherence loss, i.e. deterioration of the SNR, by counting
up every factor associated with that loss. Such factors include, not only the loss due to
imperfection of a VLBI system, but also the loss due to phase fluctuations in atmosphere.

This paper gives the estimation of the loss caused in a K-3 VLBI system, i.e. Japanese
VLBI system developed for Japan-US joint VLBI experiments starting early in 1984, and
the estimation of the loss due to the phase fluctuations under the worst, the best and a
typical weather conditions. The phase fluctuations under the typical weather condition is
based on experimental results obtained by using a K-2 VLBI system, which is a real-time
VLBI system developed before the K-3 system.

Finally, by taking the loss into acount, this paper gives the estimation of the delay
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observation error in some concrete cases, such as 1) the Japan-US joint VLBI experiments
between a 26-m antenna at Kashima, the Radio Research Laboratories, and a 40-m antenna
in Owens Valley Radio Observatory, California, U.S.A., 2) domestic VLBI experiments
between the 26-m antenna and a 5-m antenna at Tsukuba, Geographical Survey Institute,
and 3) mobile VLBI experiments between the 26-m antenna and a transportable 3-m
antenna.

1. Introduction

Delay in arrival time of a wavefront from an extra-galactic radio source at both ends of
a baseline is one of the most important observables in Very-Long-Baseline Interferometry
(VLBI)(I). An error in measuring the delay is dependent on a signal-to-noise ratio (SNR), an
improvement factor of bandwidth synthesis and a coherence loss.

In Chapter 2, a VLBI observation is briefly reviewed from the view point of signal-
processing, and the SNR of one observation channel, i.e. an amplitude ratio of a correlated
signal to uncorrelated noises in the channel, is defined by a function of system parameters,
such as antenna gain, system noise temperature, correlated flux density of the radio source,
video bandwidth and integration time. The delay observation error can be estimated from
the SNR of one channel and an “improvement factor of bandwidth synthesis”. The improve-
ment factor defined in this paper gives a degree of improvement in delay observations where
several frequency channels are synthesized with each other as compared with the case where
only one channel is observed. The estimation is, however, an ideal case where no coherence
loss accompanies the observations.

In Chapter 3, almost all loss factors found in an imperfect VLBI system are considered,
and the estimation of the coherence loss is given for a K-3 VLBI system, a Japanese VLBI
system developed for Japan-US joint VLBI experiments starting early in 1984(2),

In Chapter 4, consideration is given on the coherence loss due to phase fluctuations in
atmosphere. And the estimation of the loss is given by using models for the worst, for the
best and for a typical weather conditions. The model for the typical condition is based on
the experimental results obtained by using a K-2 VLBI system(3), which is a real-time VLBI
system developed before the K-3 system.

In Chapter 5, all he results are summarized, and the estimations of the delay observation
error are given in the cases of some concrete VLBI experiments, such as 1) Japan-US joint
VLBI experiments between a 26-m antenna in diameter at Kashima, the Radio Research
Laboratories, Japan, and a 40-m antenna at Owens Valley Radio Observatory, one of the
principal stations in a continental VLBI network in the U.S.A., 2) domestic VLBI experi-
ments between the 26-m antenna and a 5-m antenna at Tsukuba, Geographical Survey
Institute, Japan(4), and 3) future mobile-VLBI experiments between the 26-m antenna and
a transportable 3-m antenna.

2. Signal-to-noise ratio (SNR) and delay observation error

2.1 Definition of SNR and delay observation error.

Supposing the signal from an “‘unresolved” radio source arrives at one end of a baseline
at time t, and comes late to another end at time t + Tg> WE would observe ng (t) and its de-
layed replica ng (t - Tg) as a signal. By the word ‘“‘unresolved” it is meant that the angular
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size of the radio source is much less than the fringe spacing J\/DT, where Dy is the length of
the baseline normal to the source direction, and A is a wavelength. At each station, the
signals coming through an aperture of the antenna are mixed with additive independent
noises of n; (t) and n, (t) respectively. Then the observed signals are written as

Sl(t) =4/ Tal X no(t) +\/ Tsl X nl(t)
$2(1) =/ Ty, X no(t-‘rg) TV T Xma(t), oo (2.1)
where T,,, T,, are power density of the signals, given by(5)

Tai = ScAei/(zk)

=(NP/BIK) S.Gy5i=1,2 ittt (2.2)
A : wavelength
k : Boltzmann’s constant (1.38 X 10™2 joule/deg)
A.; : effective aperture of each antenna
S, : correlated flux density of the radio source

G; : antenna gain of each station

and Ty, T, are power density of system noises. All of ng, n;, n, in Eq. (2.1) are normal-
ized to unity in each power. If the source has some degree of polarization or has some
angular extent, we must correct the Eq. (2.1) and Eq. (2.2) in exact forms, but here we
assume the source is perfectly unresolved and unpolarized. The effect of the source extent
and polarization would appear on the delay and the fringe-phase observations as systematic
variations. This subject will be further discussed in other papers.

The observed signals, after frequency conversion, are sampled, recorded on tapes,
reproduced, cross-correlated with each other and integrated. As a result of the processing, we
obtain a cross-correlation function as

R12 (Ti) = V Tal T32 ROO (Ti - Tg) + V Tsl T82 n3 (Ti)’ ................ (2.3)

where lags are numbered 1, . . , i, . ., K, and R00 (7) is an auto-correlation function of
no (t); n3 (7;) is a random variable generated from the n;, n, by an equation

N
n; (1) = (llN)‘Elnl ma (G+7), oo 24)
=

where n, ('tj), n, (tj +7;) are samples of n; (t) and n; (t) at t; and t;+ 7 N is the number of
samples existing in an integration period of T. A square mean of the n3 (7;) in Eq. (2.4) is
N N
E[n; (1)’ 1 =(1/N*) Z ElE [ny (t;)ng (ty, +7)ny

m=1 n=

M) ma (b + 7)), o (2.5)

and if we assume that the n, (t) and n, (t) are independent of each other, and n; (t),
ny (t, + 7;) are independently sampled from n, (t), ny (t) respectively, Eq. (2.5) is
expressed simply as (see Appendix)

Elns (121 =1/N Lo (2.6)
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By Nyquist’s theorem we can see that

where signals of time duration T are sampled at the rate of 2B samples/sec after ideally low-
pass filtered at a cutoff frequency of B Hz.

Introducing Egs. (2.6) and (2.7) into (2.3) and normalizing the n3 (7;) to unity in its
power, we obtain

Riz (1) =V Tay Tpp Roo (13- 1) + 8/ (Ty  T)/(2BT) 0 (1), oot (2.8)

where n4 (7;) is a normalized version of nj3 ('ri). It is convenient and clear in physical mean-
ings to define the signal-to-noise ratio (SNR) by the ratio of the correlated amplitude to the
uncorrelated one. Since the correlated amplitude is v/ T,,T,, and the uncorrelated one is
vV (Tg, T,,)/(2BT) as seen in Eq. (2.8), the ratio can be written as

SNR =/ (T, Top (T 1 Tea/2BT) oot (2.9)
By using the SNR, Eq. (2.8) is rewritten as
Riz (1;) =V T, T, [ Roo (7;- THHA/SNR)ng (1) 1. .o (2.10)

Now, we will proceed to the next discussion about a processing to determine the delay
Tg in Eq. (2.10). An ingenious way to determine the delay is to handle the cross-correlated
data in frequency domain, namely to become a cross-spectrum, where a phase of the cross-
spectrum is linearly changed with the frequency, and its slope gives us the fine delay Tg-

The cross-correlation Ry, (7;) is Fourie-transformed to the cross-spectrum S (w;) as

S12 (w;) =W/ T, T,,/K) [exp (jwirg) +rexpGOPl. ...l (2.11)

Since the second term in the square bracket is a Fourier-transform of a band-limited

Gaussian noise n4 (7;), the amplitude r; has a Rayleigh probability distribution with a
variance of 0? as

P () = (55/0¢%) exp (<12 /20¢2), <o (2.12)

whereas the phase 8, is uniformly distributed over the range 2.

Since the noise power in time domain (T,, T,, /SNR? from Eq. (2.10)) should be equal
to that in frequency domain, the variance in Eq. (2.12) is determined as follows:

From Eq. (2.11), the noise power in frequency domain is

K K ©0
BB (T Typ /K?) 1] = (T T,p KA 2 Kofiz p (ry) drj,
and from Eq. (2.12),
= (2T, T,,/K) 0%,
and should be
= (T, T,,/SNR?)
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Consequently, ae2 in Eq. (2.12) becomes

0c® =(K/2) (1/SNR?) L. i (2.13)

Imaginary part

Real part

Fig. 1 Phase error of the cross-spectrum
observed at a specific frequency component
around a true phase of WiTg
The 80% of noises may be tealized within a
shaded part bordered by two circles, while
the maximum probable occurrences are on a
broken circle when the SNR is 6.

Since the Sy, (w;) is composed of signal exp (jwi‘rg) and noise r; exp (j6;) as shown in
Eq. (2.11), the observed phase of cross-spectrum, ¢;, would be realized around a true phase
of w;T, as shown in Fig. 1. The probability distribution of the resultant phase, ¢;, is given as
follows(®):

p (¢;) = (1/2m) exp (-1/20¢%) | 1 ++/ 72 (cos (¢; ~ w;,)/0¢) X

exp [cos? (¢; - wi‘rg)/Zoezl * [1 +erf (cos (¢; - wi‘rg)/\/ 20,] l o b R S (2.14)
where erf (x) is the error function given by
erf (x) =2/ Smexp B Yeliid 1) 2L LRSI X0y B IR R e (2.15)

If 0 is much less than unity (as in usual cases), Eq. (2.14) is well approximated by a
simple Gaussian distribution as

p(0)= (1 2mog) exp [~ (9~ T 207 ). wonvinppmmscenenacans (2.16)
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Thus standard deviations of the observed phases around a true phase of W;T, are equal to
0 expressed in Eq. (2.13).

A similar discussion holds for any other frequency components, so observed phases of
the cross-spectrum may be realized as shown in Fig. 2, where each phase has a standard
deviation of o, around W;Tg. In Fig. 2, the half of the cross-spectra in a negative frequency
domain are not described because they are always complex conjugates of positive half and
do not give any information about the delay Tg- In other words, we should estimate the
delay Tg from K/2 sets of phase data, (c;, ¢;), i =1 to K/2, by finding the slope of them
which minimize a square error.
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&, |==
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AwaAwbSAwb4Awb5Awb ............ Wy,

Video Frequency

Fig. 2 Example of the phases of the
cross-spectrum
The slope of phase spectra (filled
circles) in one video channel gives the
delay in arrival time of wave front at
each station.

Using the least square method, the most likely estimate of the Tgs which we denote as
1"'81 , is given by
-~ !
Ta1= [K' (Fydy) - (Fwp) GOV (Beo?) - Gey)’), ..o (2.17)

where the summation, Zii, are understood to run from i =0 toi=K'-1, and K’ is the number

of independent frequency components, i.e., the half of independent time data,
) K =K/ 2 (2.18)
As derived in the paper(7), the variance of Tg1s Op1 2 is calculated to be

or1% =K'o2/[K' (izmi)2 - (zi;wi)2 (2.19)
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where all the variances of ¢; are equal to 062 , which was expressed by a function of the SNR
in Eq. (2.13).
On the other hand, the most likely estimate of a fringe phase, @1 , is an average of ¢; as

¢, =(1/K") i2¢i, .............................................. (2.20)

which represents the most likely phase at a mean frequency of

@=(1/K") iZwi, .............................................. (2.21)
and the variance of EI), is
3,
2 > (—)? ¢.2
o¢l T ( a¢l ) oe
=02 K, (2.22)
¢ -
where 8+$1- is a partial derivative of ¢; with respect to ¢; and easily calculated by using Eq.
i

(2.20). Substituting Egs. (2.13) and (2.18) for oe2 and K' in this equation, we get the fol-
lowing relationship of 0%, 2 with the SNR as

a¢12 = (1/SNR)E o (2.23)

In the meantime, since phase spectra in number K' are arranged with separation of equal
distances Aw,,, in a frequency band from 0 to wy,, We can write w; in Eq. (2.19) by

w; =iAwy ; Awy = wy /K’

Introducing this into Eq. (2.19) and performing the summations, we get the following ex-
pression for Oz,

0712 = (1202 fwp?) KK = DK + D] oo (2.25)
Again substituting Egs. (2.13) and (2.18) into this equation, this becomes
0712 =[12/(wuSNR)? ] [K?/(K'- D(K'+ D)), ..o, (2.26)

and from the fact that a value in the second square bracket is almost equal to unity for all
K’ greater than 2, this can be approximately reduced to

0r12 = 12/(wp SNRY . L (2.27)

Eq. (2.27) is a conclusion of this section and it defines the relation between delay obser-
vation error and system parameters through the SNR.

2.2 Improvement of delay observation error by a bandwidth synthesis method

According to the studies made so far, it is concluded that the delay observation error
and the phase observation error are inversely proportional to the SNR and are related to the
system parameters through Egs. (2.9) and (2.2). It can also be seen that a wider bandwidth
results in the better SNR and better observations. The bandwidth is, however, limited to
only a few MHz for one receiving channel by the limitation of video-converting, sampling,
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recording and processing. Thus a bandwidth synthesis method has been developed by
Rogers(s) to improve the delay observation error remarkably. In this method, several
channels, each of which has bandwidth of w,, are widely deployed over several hundred
MHz, namely, the utmost extent of the receiver bandwidth, and are synthesized to each
other as shown in Fig. 3. Each point in the figure represents the fringe phase observed at
each channel and has the standard deviation of the phase observation error, 0p,> which has
already been studied and given in Eq. (2.23).
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Fig. 3 Improvement of the delay observation error by means
of bandwidth synthesis
Fringe phases (filled circles) determined in each video
channel are synthesized with each other and the resultant
slope gives the delay improved in the accuracy.

To obtain the estimate of the delay observation error after synthesizing these channels,
again the least square method is used. The most likely estimate of the delay Tgs i.e. a band-
width-synthesized delay which we will denote as ‘T'g, is expressed by the same form of
equation as Eq. (2.17) if replacing f'gx with 1"8, ¢; with ¢ of each channel and K' with M,
which is the number of channels. The variance of the ‘?g is also calculated by the same form
of equation as Eq. (2.19),

o = M0¢,2 [IM (Zw;?) - (izwi)2 1 (2.29)

where, in this case, w; (i =1 to i = M) is frequency allocated to each channel which is not al-
ways arranged at equal frequency distance. So it is convenient to define the RMS scattering
of the observation frequencies, w,, as

Wrms =V M) Z(@;= @) 5 @=(A/M Ty, - (2.30)
and then Eq. (2.29) becomes

7% = 0412 (Mo ?)

= 1/(Mwyme? SNR?). Lo (2.31)
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According to this and Eq. (2.27), it is obvious that the delay observation error is improved
as compared with the case of only one channel by a factor of 7 given by

M=V I2M (@ g/@p) « o e evee ettt (2.32)
and O = 0t M e et e (2.33)

We will call 7 an “improvement factor” by the bandwidth synthesis method.

It is worth while to note that the o7, is dependent on the SNR and the system para-
meters in the last analysis, while the 7 is not dependent on the system parameters but only
on the arrangement of channels. From Eq. (2.32), it can easily be seen that when the system
parameters are the same, the maximum frequency scattering, max w,, ., gives the maximum
improvement in delay observations. On the occasion of planning an arrangement of observa-
tion channels, however, another factor should be considered as well, which is a delay
ambiguity defined by a reciprocal of the maximum greatest common measure in observation
frequencies, and this subject is further discussed in the other papers(g)(lo).

Anyway, the delay observation error depends on system parameters and an arrange-
ment of observing channels, and here the relations required in the estimation of the delay
observation error are summarized as follows:

0r=0r1/n

1=V 12M (@ 5/w03)

071 =v/12/(w;,SNR)
SNR=+/(2BT T, T,,)/(T,; T,,)
T,; = (\?/87k) S G;

wy =278
where 0; : delay observation error after bandwidth synthesizing
n : improvement factor by bandwidth synthesis
0y, : delay observation error in a specific channel
M : number of channels to be synthesized
W, - TS scattering of the observation frequencies
wyp : angular frequency bandwidth of one channel
SNR : signal-to-noise ratio, a ratio of correlated amplitude to uncorrelated one
B : bandwidth of one channel (Hz)
T : integration time (sec)
T,; :power density of signal obtained by receiving a radio source (Kelvin)
T,; : power density of system noise (Kelvin)
A : observation wavelength (meter)
S, :correlated flux density of the radio source (watt/m? /Hz)
G; : :antenna gain
k  : Boltzmann’s constant (1.38 X 1072 joule/deg)
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3. Coherence loss due to system imperfectness

In the preceding section, the estimation of the delay observation error is mentioned in
such an ideal case as perfect receiving and filtering, flawless sampling of signals and ideal data
processing. If the receiving and prcessing system is not perfect, however, some amount of the
correlated power is lost in the system, and as a result of that, we will suffer the deterioration
of the SNR, in other words, the loss of coherence.

In this section, every loss factor caused by the imperfect system is counted up, and the
estimations of the losses are given.

3.1 Imperfect receiving

The noise generated in a receiver has been already considered, but in the consideration,
the ideal frequency conversion is assumed. The ng (t) in Eq. (2.1) has been the video signal
perfectly converted in frequency from the radio band to the video band with phase informa-
tion perfectly maintained. In a usual case, however, a local oscillator has more or less
frequency instability, and the resultant phase fluctuation on the video signal causes the
coherence loss.

If the phase fluctuation is denoted by ¢ (t), the cross spectrum Sy, (w;) in Eq. (2.11)
becomes

S12 (W) =S12 (WD exp GO ], wovneieii i 3.1)
-and it is convenient to define a coherence loss function as
t
c(Mm=11/T) S explo@Idtl, ... (3.2)
[\]

where C (T) expresses the diminution from the unity due to incoherent averaging for integra-
tion period of T.

As is derived in the reference(”), the square mean of the C (T) can be expressed in
terms of the statistics commonly used in the field of frequency standards as

1
E [C? (T)] = (2/T) S exp [- wo 721 (1))2] (1 - 7/T)dr, oo (3.3)

where I? (7) denotes a “true variance”, a measure of instantaneous frequency instability
defined by

P @)=E (et +1)-0(t)] | wor)?
=ELF, 2], (3.4)

which is a theoretical idealization(!1).

It is often convenient to use an Allan variance, ay2 (7), instead of the true variance,
2 (7), for a practical reason that the frequency instability needs to be estimated with a
finite number of samples. So the problem is to make clear the relation between the true
variance and the Allan variance, and the answer is partly given in the reference(11) in the
special case of white phase noise and white frequency noise.

For white phase noise, we get the relation

P (1)=(2/3)0,% (7)
=(2/3) a,772,
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where o, is the Allan variance of white phase noise at averaging time of 1 second, and for
white frequency noise

I* ()= 0, (r)
=TT (3.6)

where ag is the Allan variance of white frequency noise at averaging time of 1 second.
Substituting Egs. (3.5) and (3.6) into (3.3), and carrying out the integration, the coher-
ence loss, L, is given in the cases of these two kinds of noise as

Lo=1-VEICT (D] et G.7)
= ozpwoz /6 ; for white phasenoise .....................c..0..... (3.8)
= Twe?/12 ; for white frequency noise ......................... 3.9)

In addition to these two kinds of noise, it is well known that there is another kind of
noise, Flicker frequency noise, in a typical frequency standard. To obtain the estimation of
the loss due to the Flicker frequency noise, we must start to review a general relationship
between I? (7) and 0> (1'?), which is given by

ayf D=2 (M- 2D o e (3.10)

In the cases of white phase noise and white frequency noise, this formula has already been
solved for 12 (r)(11) as

22 () =0,% (N +0,”> 21)+0,> @) +...... e (3.11)

where 12 (7) converges to a finite value as already shown in Egs. (3.5) and (3.6). In the case
of the Flicker frequency noise, however, the true variance I (7) goes to infinity, because the
Allan variance is always constant, i.e.

0,2 (N=0,2(2nN=0,2@1)=.....

=0y (3.12)

This difficulty has been pointed out in the reference(!!) and is solved by taking a filtering
effect of “fringe search” processing into account. Here, another solution of Eq. (3.10) for
I? (7) is presented as

P (M)=(0,2/2102) In (T /T), — oo (3.13)

where 7., is an arbitrary constant of sufficiently large value.

It can easily be proved that Eq. (3.13) also satisfies Eq. (3.10) for the constant Allan
variance, but the solution has the arbitrary parameter, 7,,,, which should be fixed by
introducing another condition.

Consider again the “fringe search” processing discussed in the reference(”), which is a
common technique in VLBI data processing. In the procedure, the most fitted fringe
frequency is searched for the maximum value of C (T). The processing may be interpreted as
a kind of filtering, but more exactly speaking, the processing should be understood as the
removal of the linear phase drift, in other words, the removal of a mean frequency offset
over the coherent integration. Thus the true variance for the averaging time of T is forced
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to be zero, that is
B (T) = 0 ottt ettt (3.14)

Introducing this condition into Eq. (3.13), we get the relation between the true variance and
the constant Allan variance of Flicker frequency noise as

P (1)=(0,2/2102) In (T/T) oo (3.15)

Substituting this into Eq. (3.3), giving an approximation of exp (- x2) to (1-x?) and carrying
out the integration, we get the estimate of the coherence loss owing to Flicker frequency
noise as

Lo = @020, 2 T2[5T ittt (3.16)

By bringing all the results over a conclusion, we get the following equation useful to
estimate the coherence loss due to imperfect receiving, in other words, due to the instability
of frequency standard:

Lo=wo® (@p/6 +aT/12+ 0,2 T?[ST) ..ot (3.17)

wo : angular frequency of a local oscillator (rad/sec)

: Allan variance of white phase noise at 1 sec

: Allan variance of white frequency noise at 1 sec

: constant Allan variance of Flicker frequency noise
: integration time (sec)

-—]'<Q _8.09

3.2 Imperfect image rejection

In radio interferometry, observation-frequency windows are transferred down to a video
channel by one or more single-sideband conversions. Usually, the first conversion is from the
radio frequencies to the intermediate frequencies, and the second is from the intermediate
frequencies to the video frequencies. For the second conversion, an image-rejection mixer
is often used in a modern VLBI system. The mixer separately converts the upper and lower
sidebands around a local frequency into two video channels as suggested in Fig. 4. The 90-
deg phase-difference networks in the mixer play an important role in the separation of the
upper sideband from the lower one, and vice versa. Especially, the network operating at
video frequencies primarily determines the performance of an image rejection ratio and is
required to cover decades of bandwidth, say from several hundred Hz to several MHz.

The image rejection ratio can easily be measured by using a white-noise generator and a
correlation processor as illustrated in Fig. 5, and is given by

Bie = [1=VT= QOPI2E), e (3.18)
where l'=RUL/ (RUU +RLL)’ ........................................ (3.19)

and Ry is the measured cross-correlation value between the upper and lower sidebands and
each of Ry and Ry ; is the measured auto-correlation value of each sideband.

Signals coming from unwanted sideband disappear in the course of fringe-rotation
process, because the phase of unwanted sideband rotate in opposite direction to those of the
desired ones and cannot be tracked along with the fringe-rotation compensation described in
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D.BM. = A, rcos (wt) + A +cos (wyt)

oo |—
= A, sin lwpt) | hadlll J

+Asin lwt)

sin (wt)

Ayoeos (w, +w) t C
+Ascos (w, ~w)) t "D

cos (wth

(wyt) + A,-cos (wt)

LOCAL LSB UsB
out ouT

D.B.M. : Double Balanced Mixer; USB: Upper Side Band;
LSB: Lower Side Band

80°(1) : 90-deg phasa ditforential network operated in video-band
(800 Hz-8 MHz2)

80°(2) : 90-deg phase differential natwork operated in IF-band
(100-520 MHz)

Fig. 4 Conceptional block diagram of the image rejection
mixer with two 90-deg phase difference networks

LPF
LSB
X
White noise Image Rejection Correlation
Generator Mixer under test Processor
Y
usB U
LPF
va' Rocxs va

Local Oscillator

Fig. 5 Evaluation of the image rejection ratio by using a
white noise generator and a correlation processor

Section 3.6. On the other hand, signals going away from the desired sideband decrease the
power available for the desired channel. This causes the loss of coherence which is directly
related to the image rejection ratio given by Eq. (3.18).

3.3 Imperfect filtering(!3)

There are two loss factors which result from using a bandpass filter which is not per-
fectly rectangular in shape. The first is due to aliasing or foldover of noise from frequencies
above the bandedge wy, while the second is due to the statistical dependence of one sample
upon the following samples.

The first loss factor is given by

2
By = L “bp (W) dw/J; OO B (W) AWy« et (3.20)
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where P (w) is a power response of a bandpass filter. According to Fig. 6, it is obvious that
the effect of the aliasing decreases as a cut-off frequency of the filter becomes lower than
the bandedge wy, whereas the low cut-off frequency increases in statistical dependence
between samples.

(a) P (w) R (r)

Inverse FFT

—>

(b) P (w) R (7)

Inverse FFT

Wy - W, 0 @ Wy %_o/ \_f,.’

(c) P (w) s ()

| —> __\\‘ I/’-
./”f \\ /( )\

“WpmWe 0 WeWp w - Wy ] Wy w

Fig. 6 Coherence loss associated with imperfect filtering

(a) If alow pass filter with cut-off frequency of w,, has an ideal
rectangular shape in the frequency response and data are
sampled at frequency of wy,, no coherence loss arises.

(b) If the cut-off frequency (w,) is lower than the sampling
frequency (wy, ), samples shown by open circles are
statistically dependent on others and coherence loss arises.
The loss is increased as the cut-off frequency becomes lower
and lower.

(c) Frequency components above sampling frequency (wy,) are
folded into a video channel and they works as noise. So the
SNR in the channel is deteriorated and the deterioration can
be interpreted as coherence loss. The loss is decreased as the
cut-off frequency becomes lower and lower.

The second loss factor is associated with the statistical dependence. In Eq. (2.6), we as-
sumed the statistical independence between samples, but if the correlation between samples
is not zero, we must modify the equation in an exact form as

E[n; (1)1 =(1/N) [1 +2 gan DR M], oo (3.21)
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where R;;, Ry, are auto-correlation functions of n, (t) and n, (t) respectively (see Ap-
pendix). These are reverse Fourie trasnformation of the power response of filters, P (w),
used in each station. : N

Eq. (3.21) means that the noise power is increased by a factor of [1 + 2TZ_DIRU (7) Ry,

(7)] as compared with Eq. (2.6). Hence, the coherence loss due to statistical dependence
between samples, deterioration of the SNR, is given by

N
ﬁR = l/\/l + 21_2=:1R11 (1') Rys (T) ................................ (3.22)

As discussed before, the low frequency cut-off of a filter results in small B but large
B, there must be an optimum cut-off frequency which maximizes BgBg. In Table 1, the
total loss due to imperfect filtering, B; (= B Br), optimized in the cut-off frequency, is given
according to several orders of a Butterworth-type filter.

Table 1 Total losses due to imperfect filtering by Butterworth low pass filters
after optimizing in their cut-off frequencies

loss due to
oibigefionn | ovimmenot | MTRRT el |

in percent percent

2 0.67 7 5 12

3 0.79 5 3 8

4 0.80 3 3 6

5 0.88 3 2 5

6 0.90 3 1 4

7 0.91 2 1 3

9 0.96 2 0.3 2.3

15 0.96 1 0.5 1.5

3.4 Clipping of a video signal

From the discussion in Section 2, the most important information in VLBI is a phase of
a video signal and not an amplitude of that. Hence adoption of digital recording system is
main current in recent VLBI observations, where the video signal is clipped, keeping only
information about the zero-crossing, and then the clipped waveform is sampled at a constant
rate. This method decreases not only a volume of data but also makes the correlation
process simple. However, some coherence loss inevitably accompany the clipping and
quantizing in one bit.

The effect of the clipping has been analyzed by several authors and summarized in the
reference(”), and the loss due to the one-bit clipping, ﬁq, has been given as

This is derived from theoretical idealization of the clipping, assuming that s (t;) is equal to
“1” if s (t;) is greater than zero and equal to “0” if it is less than zero.
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An actual device for clipping, however, has always some range around zero where it
cannot detect the change of sign of the voltage. This means that some data around zero are
of no use to find out the phase of the signal.

As it can be assumed that the video signal is a Gaussian noise, the loss due to the im-
perfect clipping can be written as

8, =/ 2/17J:exp (= X212) X, e (3.24)
min

where X in = Viin/Vims> Ymin i the minimum detectable voltage o.f the device and V¢
is the rms voltage of the video signal. As can be seen from the equation, we can reduce the
loss by increasing V., that is, by using a video amplifier with sufficiently higher gain. A
recent VLBI system allows only one percent loss at most.

3.5 Imperfect data recording and reproducing

In the course of data recording and reproducing, some amount of information is lost
owing to misidentification of data bits, which is checked by a parity bit included in a byte
(one byte is composed of eight bits).

If we express parity error rate by Py, the loss is given by the following equation

R (3.25)

in the worst case, because if one parity error occurs, there is possibility that all seven bits in
the byte are misunderstood.

The Py varies with weariness of magnetic heads, adjustment of recording and reproduc-
ing electronics, and coercivity of a magnetic tape used, but is usually guaranteed to be less
than one part of 103. Hence it is enough for us to take the loss factor of 0.99 into account.

3.6 Loss in correlation processing

In order to alleviate load of computer working for data reduction, cross-correlation and
integration are recently carried out by a correlation processor. Owing to some limitation in
the correlation processor, however, two kinds of loss accompany the processing, such as a
fringe-rotation compensation and a fractional bit correction.

The most common technique to compensate the fringe rotation is to multiply the cross-
correlation function by exp (jwst), where wy is a frequency of the fringe rotation. In multi-
plying, however, we need to use so many complicated circuits that we usually make an
approximation of exp (jwst) with a function having only three values of “1”, “0”, “-~1”,
denoted by C (t) + jS (t) as illustrated in Fig. 7. The first loss is due to this approximation
and is discussed in the following.

It is easily derived that the function, C (t) +jS (t), is expanded in a Fourie series as

CO+HSM=EVpexp {1 CEm+Degt], oo (3.26)

where

Ym = [4/m)/(2m + 1)] cos [(2m + 1) w/8].
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Fig. 7 Approximation of sine and
cosine function with S (t) and C (t)

Only the first term of the series works for compensation of the fringe rotation, and the
others disperse the correlated power. Hence the ratio of the amplitude of the first term to
the root-sum-squares of all terms shows a loss of coherence due to the approximation, which
is expressed as

Bee=Yol vV v |2 o (3.28)

Substituting Eq. (3.27) into (3.28), we get
Ber = 2/3 (4/m) cos (m/8)
=0.960 .. (3.29)

Here it should be noted that the three-level approximation yields the loss of 4% as seen
in Eq. (3.29), but makes the multiplying remarkably simple, where the multiplying by “1”
is equivalent to do nothing, the multiplying by “0” is to stop the integration, and the multi-
plying by “-1” is only to change a bit.

Another loss is due to discontinuous tracking of a delay change, that is to say, the loss
due to a fractional bit, B¢, as suggested in Fig. 8. As illustrated by solid lines in the figure,
the simplest way to track the delay change is to shift data in a register by one bit after the
delay change corresponding to one bit has occurred. This is the case where fractional bit
correction is not performed.

By the aid of Fig. 9, it is obvious that the loss due to this simple delay tracking can be
expressed as

T
Bey = (1/BxTFB)£B§goFsB[2n (- B/2)Tgtl dtdf, ..................... (3.30)
0
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Fig. 8 Discontinuous tracking of a delay change

where B is a video bandwidth in Hz, f denotes a frequency in the video band, i'g is a delay
rate and Tgy is a time required for the change of delay by one bit, which can be written as

Tep = 1/(2BTy). oo (3.31)

Introducing this into Eq. (3.30) and performing the integration, we get the loss factor of
0.87 for Bg,. This means that 13% of coherence are lost in the case of no fractional bit
correction.

Although perfect correction is to multiply the cross-spectrum by exp [~ j2@ (f - B/2)
T t] it is very difficult to do and is even impossible to do in the time domain. Thus a skill-
ful method for the cross-correlation processor operating in the time domain is devised(1%),

This delay-tracking method is illustrated in Fig. 8 by dashes, where bit shifts are carried
out at a time when a half bit of delay has changed. This method requires a 90-deg phase
jump simultaneously with the bit shifts as suggested in Fig. 10, but reduces the maximum
phase deviation to a half of that in case of the simple delay tracking. Hence ﬁfb in Eq. (3.30)
becomes as

B(TFB .
Bey = (1 /BXTFB)j Scos [7 (£~ B/2)7,t] Gtdf, ..................... (332)
ovYo

and again introducing Eq. (3.31) into this equation, we get 0.966 for B¢, This corresponds
to loss of 3.4% and is much smaller than that of 13% in the case of simple delay tracking.

3.7 Summary of loss factors due to system imperfectness

In this section, we will give a summary of loss factors due to system imperfectness dis-
cussed in the previous sections and give the estimation of the loss on the assumption that a
K-3 VLBI system(z) is used in VLBI observations.
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Fig. 9 Phase variation of Fig. 10 Phase variation of
frequency spectra in a video frequency spectra in a video
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simple method. one-bit shift with 90° phase
1 Start jump at a time when a half-
2 One-bit tracking error bit delay has changed
occeurs. 1 Start
3 One-bit is shifted to track 2 Half-bit tracking error
the delay change. occurs.
3 One-bit is shifted.
4 90-deg phase jump
5 Half-bit is advanced.

The following assumptions are made in the estimation: 1) S- and X-band signals are
received, the center frequencies of which are 2270 MHz and 8390 MHz respectively, and 2)
hydrogen maser oscillators generate reference signals of local oscillators for frequency con-
version, the frequency instability of which has been measured on maser oscillators developed
by the Radio Research Laboratories and the instability factors included in Eq. (3.17) are

given as

@,=1.0X 107
o =5.0X 1077
0y =3.0X 107 (3.33)

and 3) the integration time is 1000 seconds.

Introducing these values into Eq. (3.17), we get the loss of 0.6% due to imperfect receiv-
ing in X-band. Because the integration time of 1000 seconds is rather long as compared with
usual observation time and, of course, the loss in S-band is much less than that in X-band, we
can conclude that the loss of 0.6% is the value for the worst case and occupies a minority of
the total loss.

In video converters included in the K-3 VLBI system, image-rejection mixers with
broadband 90-deg phase difference networks(1®) are used. They have a superior performance



78 Noriyuki KAWAGUCHI

in the image rejection of far less than —20 dB. The image rejection ratio has been measured
by using a method suggested in Section 3.2, and found to be —26 dB. This is equivalent to
the loss of 0.5% due to imperfect image rejection.

The low-pass filters in the video converters are those of Butterworth type with seven
poles in their transfer functions and are optimized in their cut-off frequencies as discussed
in Section 3.3. As can be seen in Table 1, the loss due to imperfect fitering by these filters
are estimated to be about 3%.

The loss due to the clipping has been discussed in Section 3.4 and estimated to be 36%
by Eq. (3.23). This occupies a majority of the total loss and is desired to be improved. For
the improvement, we need to make a drastic reformation of the current VLBI system, e.g.
adoption of multi-bit sampling system, which should be realized in future. The loss due to
the imperfect clipping has also been estimated to be about 1% in Section 3.4.

As discussed in Sections 3.5 and 3.6, the loss due to imperfect data recording and
reproducing has been estimated to be about 1%, and the loss accompanied with the correla-
tion processing to be about 7.4%.

These results are summarized in Table 2. By the table, we can conclude that the total
coherence loss caused by imperfect VLBI system is around 50%. This total loss will be con-
firmed by using a zero-baseline method and will be reported in another paper.

Table 2 Summary of the coherence loss caused by an imperfect VLBI system

loss factors loss reference
Imperfect receiving 0.6% L. given by Eq. (3.17)
Imperfect image rejection 4.5% 1 - g;, given by Eq. (3.18)
Imperfect filtering 3% 1 - BB sgiven by Eqgs. (3.20) and (3.22) and Table 1
Imperfect sampling 36% 1- Bq given by Eq. (3.23)
1% 1 - B, given by Eq. (3.24)
larnng:;gerc:)td(‘ilacti: éecording 1% 1 - Bpgp siven by Eq. (3.25) when Pg= 10-3
Correlation processing 4% 1 - B¢, given by Eq. (3.29)
3.4% 1 - Bgy, given by Eq. (3.32)
Total loss 53.5%

4. Coherence Loss due to phase fluctuations in atmosphere

In the preceding sections, we have discussed the coherence loss due to imperfectness of
a VLBI system. In this section, we will consider the loss due to phase fluctuations in
atmosphere.

The coherence function for the phase fluctuations in atmosphere is the same as that for
the frequency instability expressed by Eq. (3.2), if we regard ¢ (t) in the equation as the
phase fluctuations in atmosphere. Therefore, the only subject we should study is the
statistics of the fluctuations. Since the statistical property may vary with time and may
heavily depend on weather conditions, especially on humidity, it is difficult to give the
statistics under every possible weather condition.
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We have some models(13), however, which characterize the worst condition during
warm, humid and cloudy weather, and the best condition during cool, dry and clear weather.
We also have a experimental result obtained by using a real-time VLBI which has been per-
formed since 1979 at 7.35-cm wavelength on a 47-km baseline(!7). The result gives the
statistics expressing actual situation.

In the experiments, strong noises from artificial satellites, i.e. a Japanese communica-
tions satellite (CS) and INTELSAT are received and processed by using a K-2 VLBI
system(”). By using phase variations measured at different elevation angles, i.e., CS at about
48 deg and INTELSAT at about 2 deg, the Allan variance of the phase fluctuations in
atmosphere has been empirically derived as

0, =0.04 T4 286N (B1)], oo e (4.1)

where 7 is the averaging time and El is the elevation angle. This can be converted into the
equivalent frequency instability as

B, s MO R n k8 ok 5 5 Ak K 3 (4.2)

and is indicated by a shaded part bordered with two broken lines in Fig. 11.

As also shown in the figure, the square roct of the Allan variance characterizing the
models for the worst and the best conditions is constant up to a specific averaging time and
goes down at a rate of g2 CHLY Hence, for a typical condition in Japan, we will adopt a
model shown by a heavy line in Fig. 11, taking approximately the central values of experi-
mental results given by Eq. (4.2). In these models, the Allan variance is constant like a
Flicker frequency noise up to a specific averaging time, and more than the averaging time it
goes down at a rate of 772 like a white phase noise.
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Fig. 11 Allan variance of phase fluctuations in
atmosphere
The shaded part shows the experimental results by
the K-2 VLBI system. The model for the typical
conditions (straight lines) is typified from the
experimental results.
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According to the discussions in Section 3.1, the true variance can be written as

I (1) = 0,2 /(2102) 1N (Typay/T) o vvveenoiiiiiieeee e (4.3)
for Flicker frequency noise and

P (1)=(2/3)@pT™2 Lo 4.4)

for the white phase noise. At the specific averaging time, 7;, these two functions should be
coincident. So an arbitrary parameter 7, ,, in Eq. (4.3) is fixed as

=7y exp [(41n2/3) (0p/0,>) T1 2] Lo 4.5)

Introducing Egs. (4.3), (4.4), (4.5) into (3.3), we get the expected value of the coher-
ence function for the estimation of the loss due to the phase fluctuations in atmosphere as

Tmax

E [C? (T)] =1(T;wo, 0%, 71)

+U(T- 1) [(11/T)- 11 exp (- wo?0,*712[3), ......... (4.6)
where T : integration time
wo : observation frequency (= frequency of local oscillator)
0.2 : constant Allan variance up to a specific averaging time of 7,

T, : transitional averaging time from constant to 77!

and U (t) is a unit step function, U (t) =1 att >0 and U (t) =0 at t <0, and I (T; wo,
6,2, 11) is defined as

y b
1(T) = (2/T)J oxp [- a7 1n (/R)] (1= T/TV AT, «oeeeeneenen. (4.7)
where a = wo? Oy /(4ln2) and b=2.527,.

Integrating Eq. (4.7) numerically for specific values of wy, 0y2 and 7;, and introducing
the result into Eq. (4.6), we get the loss factors due to phase fluctuations in atmosphere as
shown in Table 3. The Table gives the loss factors in the best, in the worst and in the typical
weather conditions at frequencies of 8.39° GHz, 4.54 GHz and 2.27 GHz. From the Table,
we can see that the loss is about 50% under the typical condition and reaches over 80%
under the worst condition at 8 GHz, 30-deg elevation angle and 720-sec integration.

Table 3 Loss factors due to phase fluctuations in atmosphere

weather conditions

Integra-
Frequencies tic;n ti)me the worst typical the best
sec
E1=90 deg | E1= 30 deg | E1=90 deg | E1= 30 deg | E1=90 deg | El = 30 deg

2.27 GHz 240 0.826 0.707 0.978 0.967 0.990 0.990

720 0.756 0.588 0.964 0.933 0.989 0.989

240 0.565 0.446 0.946 0.906 0.990 0.989
4.54GHz | 739 0.397 0.270 0.875 0.779 0.988 0.985
8.39 GHz 240 0.378 0.307 0.858 0.769 0.989 0.987

720 0.222 0.179 0.678 0.535 0.982 0.974
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As has been suggested in the reference(“), the lower observation frequency gives more
favorable result in the loss in atmosphere but unfavorable result in the loss in ionosphere,
and frequencies around 2 GHz give the optimum observations, where the total loss in atmos-
phere and ionosphere is about twice as much as that in atmosphere. Thus, from Table 3, we
can conclude that if we could use observation bandwidth in S-band (around 2 GHz) as wide
as that in X-band (around 8 GHz), the coherence loss will be improved up to 6% under the
typical weather conditions at 30-deg elevation angle and for 720-sec integration, and the
maximum sensitivity will be obtained. A wideband receiver at around 2 GHz is now under
development, which uses two or three cooled FET amplifiers in tandem.

5. Estimation of the delay observation error

In Section 2, we have reviewed a VLBI observation and have seen that the delay obser-
vation error can be estimated through the SNR defined by system parameters and the im-
provement factor of bandwidth synthesis which depends only on the allocation of observa-
tion frequencies. In Sections 3 and 4, we have given the coherence loss, i.e., the deteriora-
tion of the SNR, due to imperfect receiving system and phase fluctuations in atmosphere.

In this section, we will give the estimation of the delay observation error in some con-
crete cases, 1) intercontinental VLBI experiments between Kashima and Owens Valley
Radio Observatory (OVRO) where a 26-m and a 40-m antennas and the K-3 VLBI system
are used; 2) domestic VLBI experiments between Kashima and Tsukuba, Geographical
Survey Institute (GSI), where the 26-m and a 5-m antennas and the K-3 system are used; and
3) mobile VLBI experiments where the 26-m and a transportable 3-m antennas and a super-
wide band receiver are used.

The 26-m antenna, the receiving system and the K-3 VLBI system are described in detail
in the reference(?) , the 40-m antenna, receiving system at OVRO are noted in the refer-
ence(1®) and the 5-m antenna, receiving system at GSI in the reference(4). The performances
of these system are summarized in Table 4. The transportable system having the 3-m antenna
is in a stage of conceptional planning at this time, but is expected to have the performance
as also shown in Table 4.

Table 4 Performances of antenna-receiving system in various VLBI stations

Item Kashima (RRL) OVRO Tsukuba (GSI) transportable
Antenna diameter 26 m 40m Sm 3m
. . 4 32 50%
Antenna efficiency & | 3857 30% 61% 60%
: S 52.8dB 55.5dB 36.5 dB 34.1dB
Antenna gain X 63.2dB 67.5 dB 50.7 dB 46.2 dB
S| 170K (FET) 80K 160 K 120K
. (cooled paramp) | (cooled paramp) (cooled FET)
Systemnoise ¢ | 160k 160 K (paramp) | 125K 200K
(cooled paramp) (cooled paramp) (cooled FET)
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The correlated flux of the radio sources for the error estimation of the intercontinental
VLBI experiments are assumed to be 6.3 Jy which is average flux density of 13 sources
taken from the reference(19). They are weak but have no harmful structure for delay obser-
vation even on a very long baseline. The correlated flux for the domestic and mobile VLBI
experiments is assumed to be 8.8 Jy which is average flux density of 14 strong sources taken
from the reference(2%). They have some structure but not so harmful on delay observations
with a baseline in moderate length. The positions and correlated flux density of these
sources are listed in Table 5.

Table 5 Lists of radio sources commonly used in VLBI observations

(a) A 13-source list in the reference(19)

source right ascension declination flux
4C 67.05 2 hr 24 min 42.900 sec 67° 8 6.00" 197y
3C 84 3 16 29.549 41 19 51.65 12.5
NRAO 150 3 55 45.238 50 49 20.08 5.5
3C120 4 30 31.586 05 14 59.40 4.0
0J 287 8 51 57.229 20 17 58.50 6.0
4C 39.25 9 23 55.294 39 15 23.73 7.5
3C273 12 36 33.246 02 19 43.30 10.0
3C 279 12 53 35.833 -5 31 08.00 10.0
0Q 208 14 04 45.625 28 41 29.46 1.5
3C 345 16 41 17.635 39 54 10.97 4.5
PKS 2134+00 21 34 05.225 00 28 25.00 6.0
VRO 42.22.01 22 00 39.387 42 02 08.40 5.0
3C454.3 22 51 29.535 15 52 54.25 8.0
(b) A 14-source list in the reference(20)
source right ascension declination flux

3C84 3hr 16 min 29.545 sec 41° 19' 51.69" 25.8* Jy
DA 193 5 52 01.373 39 48 21.94 5.2
P0605-08 6 05 36.026 -8 34 19.27 4.5
0J 287 8 51 57.230 62 28 38.94 4.7
4C 39.25 9 23 55.294 39 15 23.83 7.8
3C273 12 26 33.246 02 19 43.47 18.8*
3C 279 12 53 33.834 -5 31 07.88 12.2
3C 345 16 41 17.640 39 54 10.99 6.8
NRAO 530 17 30 13.538 -13 02 45.93 5.1

P 1741-038 17 41 20.621 -3 48 49.01 5.6
0OV-236 19 21 42.18 -29 20 24.9 6.8
3C418 20 37 07.497 51 08 35.59 5.6
P2134+004 21 34 05.226 00 28 25.02 8.0
3C454.3 22 51 29.534 15 52 54.18 6.3

* adjusted in the strength for 12-min. integration instead of 4-min integration

The integration time is assumed to be 4 minutes for the intercontinental VLBI experi-
ments and 12 minutes for the domestic and mobile VLBI experiments. The integration time
of the 12-minutes (or the three 4-minutes) is usually taken so as to make an efficient use of
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a magnetic tape which can store the data of 12-minutes in each track of 9200 feet.

The video bandwidth can be selected out of 4 MHz, 2 MHz, 1 MHz, 500 KHz, 250 KHz
and 125 KHz in the K-3 system, but the bandwidth of 2 MHz is commonly used in VLBI for
geodetic applications and is assumed in this paper.

Introducing these values into Egs. (2.2) and (2.9), we get the SNR as shown in Table 6.
This is the ideal estimate of the SNR in the case of perfect receiving, and will be deteriorated
by a factor of 0.25 in X-band and 0.45 in S-band owing to the coherence loss due to system
imperfectness (0.5) and due to phase fluctuations in atmosphere as discussed in Sections 3
and 4, and these values result in the actual SNR shown in Table 6.

{a) i and VLBI experiments
2220 23|20 8240 8420l 8440, 8500, 8540
T T T T £f- T T T T T T I T f (MH2)
2100 2200 2300 2400 7900 8000 8100 8200 8300 8400 8500
{b) Mobile VLBI experiments
2220, 2250, 2310 7910, 7925, 7955, 8000, 8105 8210 8315 8420, 8480, 8540, 8555
T T — T ff— U T T T T T T (MHz)
2100 2200 2300 2400 7900 8000 8100 8200 8300 8400 8500 8600

Fig. 12 Frequency arrangements of observing channels
(a) Intercontinental and domestic VLBI experiments
(b) Mobile VLBI experiments

The improvement factor defined in Section 2 depends on an arrangement of observation
channels in each frequency band of S- and X-band. The arrangement of seven channels
shown in Fig. 12 (a) is assumed for the intercontinental and the domestic experiments, and
the arrangement of 14 channels shown in Fig. 12 (b) is assumed for the mobile experiments.
Introducing frequencies of these channels into Egs. (2.30) and (2.32), we get the improve-
ment factor by bandwidth synthesis as shown in Table 6.

Substituting the final SNR and the improvement factor into Egs. (2.27) and (2.33),
we get the delay observation errors ¢, in S-band and X-band as tabulated in Table 6.

The geometrical delay after correcting the ionospheric effect from the observations.in
S-band and X-band has an error given by(21)

0=V o, F+a%0, xT/(1-0%), (5.1)

where Tg is a geometrical delay observation error, 0, g is the delay observation error in S-
band, 0, x is that in X-band, and « is a frequency ratio of the X-band to the S-band, which
is about 4.

The geometrical delay observation errors are shown in the last column of Table 6, and
are the final results concluded in this paper. The wording “geometrical”’, however, is not
proper in strict meaning, because we need to consider many other factors which correct the
observed delay in order to bring out the ‘“purely geometrical delay”. And we will suffer an

increase in error by the additive corrections, but the consideration of those errors is beyond
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Table 6 Delay observation error estimated in some concrete cases

station (1) station (2) station (1) station (2) station (1) station (2)
Items Kashima 26 m- OVRO40m | Kashima 26 m- Tsukuba Sm | Kashima 26 m-  mobile 3 m
S X S X S X
Wave length: A (m) 0.1322 0.0358 0.1322 0.0358 0.1322 0.03646
Antenna Gain of Stn (1): G1 1.91x10°% 2.09x10° 1.91x10°% 2.09x10° 1.91x10° 2.02x 10
Antenna Gain of Stn (2): G2 3.55x10% 5.62x10° 447x10° 1.17x10% 2.57x10° 4.17x10*
System Noise of Stn (1): Tg, (K) 170 160 170 160 170 160
System Noise of Stn (2): Ty, (K) 80 160 160 125 120 200
Source Intensity: S (W/m?/Hz) 6.3X10°2 6.3x10°% 8.8x107% 8.8x10-% 8.8x10-% 8.8x10°%
Bandwidth: B (Hz) 2x10°¢ 2x10° 2x10° 2x10° 2x10° 2x10°
Integration Time: T (sec) 240 240 240 240 720 720
T, (K) 0.606 0.487 0.847 0.680 0.847 0.679
1o, fromEa-2.2) ®| 113 0.0198 0.0198 0.0380 0.0114 0.0140
Ideal SNR from Eq. (2.9) 220 155 243 35.2 36.9 29.2
Loss in a system 0.5 0.5 0.5 0.5 0.5 0.5
Loss in atmosphere 0.97 0.77 0.97 0.77 0.94 0.54
Actual SNR 107 92.4 11.8 13.6 17.3 7.88
o, Eq.(2.27) (nsec) 2.58 2.98 234 20.3 15.9 35.0
n Eq.(2.32) 123 400 123 400 131 1400
o,  Eq.(2.33) (psec) 21.0 745 190 50.8 121 25.0
o, Eq.(5.1) (psec) 8.1 55.6 21.9

the scope of this paper and will be given in another paper.

6. Conclusion

The delay observation error has been analyzed by many VLBI researchers. The author
offers the error from another point of view and gives it in terms of the SNR in one observa-
tion channel and the improvement factor by bandwidth synthesis of several channels. We
have seen that the SNR only depends on system parameters, such as antenna gain, receiving
system noise, bandwidth of each observation channel, correlated flux density of source and
integration time, whereas the improvement factor only depends on number and frequency
allocation of the observation channels, that is, strategy of observations.

We have also seen that the SNR is reduced by some amount owing to imperfectness of
receiving system and phase fluctuations in atmosphere. In this paper, much attention has
been paied to the loss factors, especially to the loss due to phase fluctuations having Allan
variance like a Flicker frequency noise, which is commonly observed in a typical hydrogen
maser oscillator and in an atmospheric phenomenon.

As a result of the studies in this paper, the estimations of the delay observation errors
are given for some concrete cases, and it has been concluded that the errors will be less than
0.1 nsec for all cases.

The work unfinished in this paper is the consideration for the effects of the source
extent and of the polarization to calculate the SNR. The error estimations relating to the
correction for the variation of atmospheric delay and cable delay to derive a “purely
geometrical delay” is not also included. These subjects will be treated in another paper.
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APPENDIX: Effect of statistical dependence between samples

Uncorrelated noise power increases as statistical dependence between samples increases,
and has been given by Eq. (3.21) in section 3.3. Here the Eq. (3.21) is derived from Eq.
(2.5) in section 2.

Expanding the expectation value of the products of four zero-mean Gaussian variables
in the Eq. (2.5), we get

Elnymnymnipny,1=E 0y Elnyny 1 +E [y 00l Elnypny ]
+E [0y mnynl Elnganypl oovoeneinnn (A1)

From the fact that n; (t) and n, (t) are statistically independent of each other, the right-
hand side of the equation remains only the second term, and others becomes zero.
Introducing this into Eq. (2.5) and making rearrangement of the summations, we get

E 27 _ 2 N N
[n3 7)"1=(/N)* 2 ZE[n;pun,] Elnypny,]

=M {1+@MZ XB(n E
)2 2 E 0yt ] Elnypnyp, 1) (A2)

Since it can be usually assumed that n; (t) and n, (t) are stationary random process,
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E [nlmnlm+1] =Ry (7)

E [nzmnzmﬂ.] = R22 (T), ...................................... (A3)
Eq. (A.2) can be rewritten as
N
E[n; (r)*1=(Q1/N) [1 + 21‘21“' ORU @R M, oo (A4)

where W (7) is (N - 7)/N and becomes gradually smaller than unity as 7 approaches to N,
while Ry; (7) and Ry, (7) become rapidly smaller than unity. Thus the W (7) can be ap-
proximated to unity, and the Eq. (3.21) is obtained.

It should be noted that the approximation is valid only when the inverse of a cut-off
frequency of a filter is much less than the integration time. This condition on the cut-off
frequency is satisfied for usual cases.
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