
 Introduction

NICT is engaged in the development of highly practical, 
low-latency multilingual speech translation technologies 
that can be used in everyday life, such as public transport, 
business meeting, and international conferences. These 
technologies are essential for creating a society without 
language barriers in which the people of the world can 
communicate with each other without worrying about the 
differences in language or ability.

Unlike communication among humans, the current 
speech recognition-based systems require input direction- 

and language-switching each time before one speaks, due 
to the limitation of related technologies. These extra steps, 
which are not seen in communication between humans, 
hinder the application of speech-based systems. Developing 
speech context detection techniques, for example, language 
and speaker recognition, is essential for improving the 
usability of real-time multilingual speech translation sys-
tems.

As one of the most natural ways of communication, 
acoustic speech encodes various information. Besides lin-
guistic information, non-linguistic or paralinguistic infor-
mation is also important, for example, speaker information, 
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Accent recognition: where are speakers from? Language recognition: what language is spoken?

ASR: what is spoken?
Speaker recognition : authentication, 
identification, or who spoke when?Emotion recognition: happy? sad? angry?

Gender recognition: female or male?

ig. F 1　Information in acoustic signal and related speech technologies to decode them
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linguistic information, emotion, accent, etc. In order to 
extract linguistic and paralinguistic information efficiently, 
several speech techniques have been developed. Fig. 1 il-
lustrates the information encoded in acoustic speech and 
related speech technologies for decoding the underlying 
information.

As shown in this figure, in speech communication, 
besides the linguistic content transcribed by the automatic 
speech recognition (ASR) technique, we can see that sev-
eral other non-linguistic patterns should also be identified 
by different techniques, for example, language recognition/
identification, speaker recognition, emotion recognition, 
etc. Improving the detection and recognition accuracy of 
information is key to the success of the application of 
multilingual speech translation systems. In this paper, we 
explain our latest techniques for language and speaker 
recognition.

 Spoken Language Identification

Spoken language identification (LID) is a task to deter-
mine which language is being spoken within a speech ut-
terance [1]. Recently, LID techniques have been widely 
investigated and progressed. One conventional LID tech-
nique is the i-vector technique with conventional classifiers, 
such as support vector machine (SVM) and deep neural 
network (DNN). We also investigated the i-vector-based 
method to further improve the performance by using a 
local Fisher discriminative analysis and pair-wise distance 
metric learning [2][3]. Because the performance of i-vector 
techniques degrades on short utterance tasks, latest works 
use neural network-based techniques for building LID 
systems [4]-[6]. Although the neural network-based tech-
niques showed their effectiveness on many LID tasks, in 
order to develop LID techniques for application, there are 
still some challenges that need to be overcome. In this 
paper, we introduce our works on two key challenges of 
the LID tasks: short utterance and cross-domain/channel 
problems.

2.1 Knowledge distillation for short utterance LID
LID technology is commonly used in the preprocessing 

stage of multilingual speech processing systems, such as 
spoken language translation and multilingual speech rec-
ognition. Traditional LID requires longer speech input to 
obtain better recognition performance, in real-time sys-
tems, the usage of longer speech causes delay in the entire 
system. Therefore, improving the performance of LID on 

short utterances is one of the important tasks in reducing 
system latency.

Compared to long utterances, the distribution of short 
utterances has a large intra-class variation, which results in 
large model confusion. Reducing this variation is expected 
to improve the performance for short-utterance LID tasks. 
Inspired by previous works of knowledge distillation [7], 
we proposed a knowledge distillation-based representation 
learning (KDRL) approach by transferring the representa-
tion knowledge of a long-utterance-based teacher model to 
a short-utterance-based student model [8].

The proposed KDRL method is illustrated in Fig. 2. 
Suppose Θ�  and Θ�  are the parameters of the neural 
networks providing the internal representation of a 
teacher network and a student network, respectively. The 
proposed KDRL is based on minimizing the following loss 
function:
L���� � �

�∑ ��1� ��𝐿𝐿�����𝒙𝒙�,𝒚𝒚�𝒙𝒙�,𝒙𝒙�,𝒚𝒚  

 � �𝐿𝐿���𝒙𝒙� ,𝒙𝒙�,Θ� ,Θ���   (1)

where 𝒙𝒙�  and 𝒙𝒙�  are input samples of the teacher and 
student networks, respectively, and L   is a distance metric 
of the internal representation defined as

 𝐿𝐿���𝒙𝒙� ,𝒙𝒙�,Θ� ,Θ��� ||𝑢𝑢��𝑥𝑥�;Θ�� � 𝑢𝑢��𝑥𝑥�;  Θ��||  (2)

where ∥∘∥  is a norm function, for example L1- or L2-norm, 
which is used to measure the representation distance be-
tween the teacher and student models. The u   and u   are 
the teacher and student deep nested functions up to their 
respective selected layers with output of parameter set  Θ�  
and Θ� , respectively.

With the proposed method, the feature representation 
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ig. F 2 The proposed KDRL method for short-utterance LID tasks
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knowledge, corresponding to a hidden layer of a teacher 
model, is transferred to a student model to help the student 
model to capture robust discriminative information from 
short utterances. To understand the effect of the KDRL 
method, we plotted the distributions of the internal repre-
sentations of the baseline and the KDRL method by using 
t-Distributed Stochastic Neighbor Embedding (TSNE) [9]. 
Fig. 3(a) is obtained from the deep convolutional neural 
network (DCNN) baseline model trained with 1-second 
utterances. Fig. 3(b) is obtained from the KDRL-based 
student model that was trained with 1-second utterances. 
During the student model training, a 4-second utterance-
based teacher model was utilized. This figure shows that 
by reducing the internal representation difference between 
short and their corresponding long utterances, the student 
model could have a higher inter-class variation and lower 
intra-class variation than the baseline model.

We further investigated the KDRL method on the 
widely used language embedding technique, i.e., x-vector 
framework [6], and proposed an x-vector extraction ap-
proach with adding compensation constraint only for the 
mean component in the x-vector space. In the proposed 
vector, the mean component is expected to represent high-
level abstract language information while retaining the 
variance component to encode frame-based local phonetic 
information for short utterances [10]. Another work was 
focused on reducing the difficulty of optimizing the student 
model with a fixed pre-trained teacher model because the 
inputs of the student model are short utterances while the 
inputs of the teacher model are the corresponding longer 

utterances. Such difference makes the student model easy 
to be stuck in a local minimum with a bad performance. 
In that work, rather than using a fixed pre-trained teacher 
model, we investigated an interactive teacher-student learn-
ing method to improve the optimization by adjusting the 
teacher model with reference to the performance of the 
student model [11].

2.2 Robustness for cross-domain/channel 
problem

The recent deep neural network-based LID technolo-
gies significantly improve the accuracy of LID by using a 
large amount of training data and complex network struc-
ture with powerful acoustic feature extraction and abstrac-
tion capability. However, in real applications, such 
techniques often suffer from overfitting problems because 
the recording conditions and speaking styles of a test da-
taset are different from those of the training dataset, i.e., 
the cross-domain problem.

To reduce the domain discrepancy, we proposed an 
optimal transport (OT)-based unsupervised neural adapta-
tion framework for cross-domain LID tasks [12]. The OT 
is initial for finding an optimal transport plan to convert 
one probability distribution shape to another shape with 
the least effort [13]-[14]. In our work, we adopted the OT 
distance metric to measure the adaptation loss between 
source and target data samples. Let p   and p   are data 
distribution of the source and target domains, respectively. 
Then, the proposed adaptation methods can be described 

ig. F 3　Representation distributions based on TSNE of the selected hidden layer on an NICT 10 language dataset
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as, 

 L� � min����� � �����𝑝𝑝�,𝑝𝑝���  (3)

where L   is the multi-class cross-entropy classification loss 
in source domain, and L���𝑝𝑝�,𝑝𝑝��  is the OT loss to measure 
the distribution distance between source and target data 
samples.

Based on our proposed unsupervised adaptation learn-
ing, we expect that the mismatch between training and 
testing will be reduced. Fig. 5 illustrates the effect of unsu-
pervised adaptation on language cluster distributions. In 
this figure, only two languages are shown with label IDs as 
lang1 and lang5 from a testing data set. In Fig. 5(a), due 

to the difference in recording channels, the clusters belong-
ing to the same language are separated (pairs of lang5 train 
vs. lang5 test and lang1 train vs. lang1 test). Since the 
classifier is designed based on the training data set, it is 
not strange that the performance of the baseline system on 
the testing data set is degraded. After adaptation, as shown 
in Fig. 5(b), the clusters of the testing data set are pushed 
to be overlapped with those of the training data set for the 
same language.

Excepted the unsupervised approach, we also proposed 
to use linguistic features to improve the robustness of the 
LID tasks [15]. For LID tasks, not only acoustic features, 
such as phonotactics information, but also linguistic fea-
tures, such as contextual information, are important cues 
to determine a language [1]. Therefore, we proposed a 
novel transducer-based language embedding approach by 
integrating an RNN transducer (RNN-T) model into a 
language embedding extraction framework that is illus-
trated in Fig. 6. Benefiting from the advantages of the 
RNN-T’s linguistic representation capability and the pro-
posed method can exploit both phonetically-aware acoustic 
features and explicit linguistic features for LID tasks. Our 
experimental results showed that compared with the con-
former encoder-based baseline method, the proposed 
method obtained 38% and 28% relative improvement on 
in-domain and cross-domain datasets, respectively.
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ig. F 5 Language cluster distributions based on the TSNE [9] for a test set in cross-domain language recognition task: before adaptation (a), 
and after adaptation (b)
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 Speaker Recognition

Speaker information is useful for many real speech 
applications, for example, multi-speaker meetings, inter-
views, or dialogs, as well as speaker authentication for se-
curity access [16]. In most applications, besides recognizing 
the content of speech based on the ASR technique, 
speaker identity information should also be recognized 
based on the automatic speaker recognition technique. 
There are two basic tasks in speaker recognition: One is 
speaker verification (SV), and the other is speaker identi-
fication (SI). The conventional pipeline in constructing 
such speaker recognition system is composed of front-end 
speaker feature extraction and backend speaker classifier 
modeling. Front-end feature extraction tries to extract ro-
bust and discriminative features to represent speakers, and 
the backend classifier tries to model speakers with the 
extracted features for either classification or verification. 
Obviously, how to extract speaker representation is essential 
for achieving robust performance.

3.1 Deep speaker embedding for speaker 
recognition

One of the most representative features of front-end 
speaker extraction is the i-vector [17]. In i-vector extrac-
tion, speech utterances with variable durations can be 
converted to fixed dimension vectors with the help of 
Gaussian mixture models (GMM) on probability distribu-
tions of acoustic features. Due to the success of deep 
learning techniques in speech and image processing, sev-
eral alternative speaker features have been proposed, e.g., 
d-vector [18] and x-vector [19]. In particular, x-vector is 
widely used as one of the speaker-embedding representa-
tions in most state-of-the-art frameworks [19]. The basic 

model architecture for speaker embedding is shown in 
Fig. 7. In this figure, different types of neural network ar-
chitectures could be applied, e.g., dense-connected feedfor-
ward network (FFN), convolutional neural network (CNN), 
time delay neural network (TDNN), etc. The task in 
model training is for speaker recognition with speaker 
identity as target labels, and the pooling layer output is 
used as feature representation.  

As illustrated in Fig.7, the advantage of x-vector repre-
sentation is that the model for x-vector extraction could be 
efficiently trained with a large number of speech samples 
from various speakers. Moreover, in order to explore robust 
speaker information, data augmentation with various noise 
types and signal-to-noise ratios (SNRs) could be easily 
applied in model training [19]. The extracted speaker 
embedding feature could show excellent clustering proper-
ties. An example is shown in Fig. 8 (samples for 50 speak-
ers are shown).

This cluster distribution is a feature projection based 
on the TSNE [9]. From this figure, we can see that speech 
samples are well separated based on their speaker identi-
ties. We believe that tasks related to speaker information 
based on this representation could obtain good perfor-
mance. 

3.2 Hybrid generative and discriminative backend 
modeling on speaker embedding

Based on speaker embedding (e.g., x-vector), various 
tasks could be constructed based on different back-ends 
related to specific tasks, for example, a probabilistic linear 
discriminant analysis (PLDA) [20] or joint Bayesian (JB) 
[21] modeling on the speaker embedding feature for vari-
ous tasks as shown in Fig. 9.
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In this figure, speech input is divided into several seg-
ments with a certain duration in speaker-embedding feature 
extraction. The extracted speaker embedding feature is 
modeled based on a probabilistic model. If the task is for 
SV, we need to estimate a log-likelihood ratio (LLR) for a 
hypothesis test as:  

 ��� � ��� ��𝑋𝑋� ,𝑋𝑋�|𝐻𝐻��
��𝑋𝑋� ,𝑋𝑋�|𝐻𝐻��    (4)

where 𝑋𝑋� ,𝑋𝑋�   are two compared feature vectors, 𝐻𝐻�  and 𝐻𝐻�  
are hypotheses as the same speaker or different speakers. 
The generative probabilistic model is robust to various 
noise and unknown speakers but lacks in discriminative 
power. In our study, we proposed to integrate the genera-
tive model with a discriminative learning framework for 
improving the performance [22]. As the generative model 
focuses on class-conditional feature distributions while the 
discriminative model focuses on classification boundaries, 
the generative model could have a good generalization for 
short utterances (but less discriminative power), the dis-
criminative model has a high discriminative capacity (but 
less generalization ability to short utterances). Fig. 10 shows 

the two different focuses of the two types of models. In this 
figure, only two classes are shown. By coupling the gen-
erative model in a discriminative neural network learning 
framework, we could combine both the advantages of 
generative and discriminative models to constrain large 
model variation.

Correspondingly, the probabilistic graphic network 
could be represented as in Fig.11. In this figure, 𝐱𝐱  denotes 
a feature variable, y  means a speaker ID label. In the 
generative model, the probability measures the likelihood 
with a given speaker ID label y  to generate an acoustic 
observation 𝐱𝐱 . In the discriminative model, the probability 
represents the posterior probability by given acoustic ob-
servation to estimate a speaker ID label. In Fig. 11, 𝜃𝜃�   and 
𝜃𝜃�  are model parameter sets for the generative and dis-
criminative models, respectively. In most studies, these two 
model parameter sets are estimated based on different 
methods. In our study, we proposed to couple the genera-
tive model with a discriminative learning framework in 
model parameter estimation. The proposed model frame-
work is shown in Fig. 12. 

In Fig. 12, the model framework was adopted for the 
SV task with two hypothesis labels 𝐻𝐻�  and 𝐻𝐻� , i.e., the two 
compared utterances are from the same and different 

ig. F 8　Speaker clustering based on speaker embedding feature
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speakers, respectively. LLR means log-likelihood ratio score 
calculated as in eq. 4, and JB_net as joint Bayesian model 
network (the generative model), LDA_net as a linear dis-
criminative analysis network which was used for dimen-
sional reduction. Dense layers were used to fit the functions 
of model parameters (coupling to the generative model) 
used in JB transform with parameter sets 𝑃𝑃�  and 𝑃𝑃�   (refer 
[22] for details). And the input feature vectors 𝒙𝒙� ,𝒙𝒙�   are 
two compared vectors representing two utterances. For 
discriminative training, we further proposed an objective 
function based on false alarm and miss measure metrics 
which are used in detection tasks. The idea was illustrated 
in Fig. 13. In this figure, by giving a decision threshold 𝜃𝜃 , 
the tradeoff between miss rate and false alarm rate could 
be estimated in optimization. 

Based on the proposed framework, the two model 
distributions (𝐻𝐻�  and 𝐻𝐻� ) were further separated as shown 
in Fig. 14. And the speaker verification experiments con-
firmed the improved performance. 

 Summary 

In this paper, we gave an overview of our recent work 
on both spoken language identification and speaker recog-
nition tasks. Our research work focused on both improving 
the basic theoretical methods and filling the gap between 
research and development so as to further promote the 
application of multilingual speech technology.

Recently, researchers have made a big progress on LID 
and SV/SI techniques. However, there are still some chal-
lenges that need to be overcome for these techniques to be 
applied well in real environments: 

1. LID and SV/SI techniques often work as the pre-
processing step of a speech processing system; therefore, 
the real-time factor (RTF) and latency are important fac-
tors. Recent state-of-the-art techniques are based on large 
self-supervised models, for example, wav2vec [23]; there-
fore, developing high-performance models with low RTF 
and latency is necessary, especially when the techniques are 
running on mobile devices.

2. Cross-domain/channel problem is still one of the 
most challenging problems for deep learning techniques. 
For LID tasks, it is more sensitive to the cross-channel 
problem, and the LID model may even extract channel 
features rather than language features in recognition tasks. 
In future work, we will continue focusing on improving the 
robustness of the LID and SV/SI by using self-supervised 
learning and pre-training techniques. 
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