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1  Introduction

With the rapidly growing popularity of the
Internet has come a rapid increase in network
traffic volume.  Demand is expected to grow
for large-capacity networks of the packet-
switching type capable of efficiently transport-
ing data traffic, which already exceeds tele-
phone voice traffic in volume.  The switch
nodes in the network backbones may also
need to have traffic switching capability
(throughput) of Tbps to Pbps order.  The
switching capabilities of present-day technolo-
gies such as IP (Internet protocol) and ATM
(asynchronous transfer mode) are soon expect-
ed to reach their limits, due to constraints
upon memory access speed and processing
speeds of LSIs in processing packet headers.
It is believed that optical technologies will be
required to realize large-capacity networks.

Use of optical technologies in switch
nodes would permit the switching of broad-
band signals across optical fiber connections
without optical-electrical (O/E) conversion.
That is, photonic networks could be built in
which data sent from an edge node is forward-
ed to a receiving edge node without being
converted to electrical signals.  The introduc-
tion of such photonic networks would provide

significant advantages, including simplified
switch node apparatuses, higher bit rate trans-
mission lines, and reductions in overall net-
work system costs.

The fields in which photonic networks
may find applications are numerous and var-
ied.  Rather than access systems for ordinary
residences such as FTTH (fiber to the home)
and an office/campus LANs [1], the area that
we are currently targeting is the network back-
bone to which traffic from such end users con-
centrate.  By focusing on backbone systems,
we hope to provide high capacity and high
throughput for transmission links and switch
nodes using optical technologies, and to
improve network throughput (defined in this
paper as the sum total of the traffic volume
received at the edge nodes of a network back-
bone).

Surveying trends in optical technology
pertaining to the construction of backbone net-
works, we see that equipment in which traffic
per fiber equal to 100 Gbps or more is trans-
mitted using WDM (Wavelength Division
Multiplexing) technology has been brought to
the commercial stage for transmission links.
At the experiment level, the gains in traffic
throughput achieved through such technolo-
gies have already reached levels on the order
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of a few Tbps.  These studies achieved such
high traffic volumes by multiplexing several
wavelengths, each carrying optical signals of
2.5 to 10 Gbps, across a single optical fiber,
using lightwave in the 1.55 μm band.  Provid-
ing optical fiber bundles in which WDM opti-
cal signals flow between the switch nodes
enables the construction of networks with
large-capacity links (e.g., [2]).  Moreover,
WDM technology is capable of functioning
with the current base of installed single-mode
fiber networks for low-cost implementation of
large-capacity links.

Optical technology has already been
applied to switch nodes, with commercial
applications such as optical add-drop multi-
plexers (OADM) and optical cross-connects
(OXC).  Large-scale OXCs are currently
under development incorporate optical micro-
electro-mechanical systems (MEMS).  Current
research on network configurations [3][4] will
also enable large-capacity photonic networks,
given proper integration of these technologies.

However, while OXCs offer broadband
characteristics, they provide poor switch node
functions, raising the prospects of having a
smaller proportion of the data assigned to each
wavelength in the bandwidth of the WDM link
(traffic accommodation efficiency).  While
OXC enables transmission of optical signals
between non-neighboring nodes, problems
remain in terms of high throughput and effi-
ciency.  Packet switching at switch nodes is
efficient in order to increase traffic accommo-
dation.  For high-speed packet switching, opti-
cal rather than electrical packet-switching is
desirable.

We are thus investigating photonic packet-
switched networks [5][6][7][8], one of photonic
network systems capable of realizing a large-
capacity, high-throughput network.  We exam-
ine three specific areas: a large-capacity opti-
cal network architecture; contention control to
improve throughput at the switch node; and
routing to make effective use of resources in
the network and to improve network through-
put.  Additionally, in order to provide high
reliability, the network must also have the

capability to perform automatic restoration as
in existing IP networks and SONET/SDH
(synchronous optical network/synchronous
digital hierarchy).

Meeting all these requirements given the
current state of optical technologies is not
easy.  In this study, we explore a photonic
packet-switched network that maximizes opti-
cal technologies and the advantages they offer
while minimizing the use of electronic pro-
cessing technology.  Several configurations
have been proposed for so-called photonic
packet switches [9][10][11][12][13][14]etc..  The
difference between such switches and the pho-
tonic packet switch considered in this study
will be described in Chapter 2.

Optical technology can increase total net-
work throughput and provide each user greater
bandwidth for data communications.  On the
other hand, it is difficult to provide varying
qualities of service (QoS) for each user.
Implementing a range of QoS functions is
most easily done using electronic processing
technology, since the task involves complex
queuing and routing.  However, performing
the necessary processing across a network
makes it difficult to implement the advantages
of optical technology and decreases through-
put.  To provide QoS without decreasing
throughput, we must apply optical technolo-
gies and electronic technologies in different
spheres.  One solution is to implement QoS at
the edge of a network, using electronic tech-
nologies.  To maintain high throughput, it also
helps to implement control of traffic entering
the network at the edge.  Thus, we also inves-
tigated more sophisticated edge node system
functions that rely on electronic technology.
The assignment of functions in the network
described is illustrated in Fig. 1.

This paper is organized as follows: 
Progress in photonic network architectures

is briefly described in Chapter 2, followed in
Chapter 3 by a discussion of the photonic net-
work architecture proposed here.  Future
research directions are outlined in Chapter 4.
Chapter 5 provides a summary of the paper.
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2  Progress of optical network
architectures

2.1  WDM link network
In these networks, switch nodes are imple-

mented based on electronic technology.  The
transmission links between the nodes are
enhanced to achieve large capacity using
WDM technology.  IP over WDM [2][15] falls
into this category.  The switch node (router) of
the IP over WDM compares a header of an IP
packet with a routing table and determines an
output port, a process called “forwarding.”
When the traffic volume arriving at the router
increases past certain levels, the router may be
unable to process all the arriving packets due
to bottlenecks in access speed to routing tables
in memory.  Compared to increases in link
capacity provided by WDM technology,
increases in processing capability by electric
technology are small [16]; thus, the introduc-
tion of the WDM technology does not always
yield a significant increase in network
throughput.  Moreover, increasing the num-
bers of switch nodes between transmitting/
receiving terminals can lead to delays at the
switch node.

2.2  WDM lightpath network
A recent topic of great interest in the field

of packet-switching network architecture is a
method whereby part of the traffic flowing
through the WDM link is switched only by
OXCs or OADMs.  If all traffic is switched
solely by OXCs, the network becomes a pho-
tonic network called a (WDM) lightpath net-

work [3].  At the source node, data is converted
into an optical signal of a certain wavelength
and propagated across the network.  Since the
wavelength serves as an identifier in the OXC,
the OXC switches the optical signal to a prop-
er downstream link.  The wavelength can be
assigned to each of the destination nodes as an
identifier thereof.  However, this method is
not appropriate for large-scale networks, since
the number of discrete wavelengths that can
be used for long-distance transmissions is con-
sidered to be limited to the range of 100 to
1000, limiting the number of receiving nodes
in such a network.

Various proposals have been put forward
involving packet-switching networks that
incorporate WDM and the OXC to produce
significant gains in capacity.  From the point
of view of the IP network, these proposals
come under the heading of IP over WDM net-
works that use MPλS (multi-protocol lambda
switching) [17].  On the other hand, from the
perspective of optical technology, the net-
works are categorized as lightpath networks
[3] and multihop lightpath networks [4].  The
characteristics of WDM lightpath networks
will be described here in terms of IP over
WDM networks.  However, these features are
common to all such networks.

As described above, the OXC executes
switching according to wavelength but per-
forms no processing at the packet level.  The
OXC switches part of the traffic input to a cer-
tain router, whereby a router downstream of
the router can switch additional traffic.  This
increases network throughput and reduces
delays between the source and destination of
signals switched by the OXC.

Nevertheless, there are certain problems
associated with the traffic accommodation
efficiency of the fiber.  The OXC cannot mul-
tiplex different pieces of data, each having the
same wavelength and input from a different
route into the same output port as a piece of
data having the same wavelength.  Wave-
length assignment to the IP packet is deter-
mined by the router by referring to the IP rout-
ing table, it may happen that traffic of a cer-
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tain wavelength is scarce.  The OXC cannot
output the traffic from different routes into the
same wavelength, thereby limiting efficient
use of the bandwidth provided by the wave-
length.

There are two typical methods for making
the most efficient use of the bandwidth (trans-
mission capacity) of a wavelength.  One is to
reduce the bandwidth of the wavelength, in
effect increasing the number of wavelengths.
The prospect of a WDM of 1000 discrete
wavelengths is becoming increasingly realistic
[18], and a method for constructing a network
with the use of these wavelength is currently
being examined [19].  However, handling sig-
nals of an order of Tbps to Pbps requires addi-
tional optical processing apparatuses at the
switch node, and problems remain in terms of
possible scale and cost.  The other technique is
to apply approaches [20][21][4][22] involving
routing (processing to make a routing table
that indicates an output route of the traffic
having entered the switch node by using topo-
logical information of the network).  As a
result, for a number of nodes with low traffic
output, the router outputs traffic by accommo-
dating all such traffic in a single wavelength
for effective use of the bandwidth of that
wavelength.  However, packet-switching
capacity based on electronic processing has
inherent limits, as described above.  Ideally,
packet-switching should be performed on an
optical layer.  This is described in the next
section.

2.3  Photonic packet-switched net-
work

A network that uses photonic packet
switches is a photonic network that performs
packet switching at the switch nodes.  The
data part of the packet is not converted into
electrical signals at any point along the path.
Unlike the OXC, since this photonic network
can switch a packet that has the same wave-
length and has been input from a certain port
to multiple ports and can switch packets that
have been input from multiple ports to the
same port, it offers excellent traffic accommo-

dation efficiency to the link.  A photonic pack-
et-switched network can be categorized into
the following two categories, by differences in
forwarding method.
2.3.1  Electronic addressing

In this technique, header of packets are
converted into electrical signal and then for-
warding (addressing) is operated electrically.
Research and development into photonic
packet switches using this method has been
performed at numerous facilities, and switch
prototypes having transmission links of 10
Gbps or so per wavelength are currently under
development for use in a node system
[9][10][11][12][13][14].  While these switches
can accommodate traffic in the link efficiently,
since electronic addressing becomes more dif-
ficult with increasing speed of the transmis-
sion link, increasing the speed of the transmis-
sion line and simplification of the equipment
may not be realized as expected.  Since the
packet switch is more complicated than the
OXC, there appear to be no dramatic advan-
tages compared to the WDM lightpath net-
work unless transmission speeds over lines
can be improved.

Another proposed technique reduces the
transmission speed of the header to facilitate
electronic processing and increases the trans-
mission speed of the data part to achieve a
large-capacity network [13].  However, this
technique results in a large header-to-packet
time ratios, a factor that hinders adequate net-
work throughput. (Packet switches for fixed-
length packets are also known as optical ATM
switches.)
2.3.2  Optical addressing

Optical addressing optically collates the
packet header with the routing table, enabling
high-speed forwarding.  With the removal of
the electronic bottleneck, forwarding is possi-
ble even when the bandwidth of one wave-
length is raised as high as 40 Gbps or 160
Gbps, with higher throughput at the switch
node.  Table 1 shows the features of a network
that uses OXCs and photonic packet switches.
The table compares a method for performing
optical addressing against another method.

Journal of the Communications Research Laboratory Vol.48 No.2   2001



13

For optical addressing, an optical code
(OC) is assigned to the header, and the differ-
ence of the codes is analyzed optically [23][24].
However, WDM technology is considered
more practical at this time.  We have proposed
a format in which the packet is composed of
multiple number of wavelengths and the pho-
tonic packet switch that identifies addresses
by analyzing combination of wavelengths
[5][6].  The next chapter describes a network
architecture that incorporates this concept.

3  Photonic packet-switched 
network

This section provides an overview of a
network that uses the photonic packet switch-
es (multi-wavelength label network) shown in
2.3.2.

3.1  Packet format using multi-wave-
length label

Fig. 2 shows the format of the optical
packet.  A wavelength band (λ-band) of multi-
ple wavelengths (λ1A-λ1E) constitutes the pack-

et.  The wavelength band is divided into two
groups.  One is set aside to serve as the header
containing the address (λ1A-1D; number of
wavelengths: W), while another is set aside
for the payload (λ1E).  The address (multi-
wavelength label) consists of K chips, and is
identified according by combination of the
wavelengths and their permutation along the
time axis.  For example, the address informa-
tion for an optical packet in which wave-
lengths are aligned as "BADC" differs from
that of the packet in FIG. 2.  If W and K are
assumed to be W=16 and K=10, it becomes
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Application area of the optical technology to the packet switchTable 2

IP router OXC
Photonic Packet Switch
Electronic addressing Photonic addressing

Addressing E O
(MEMS, etc.)

E O (MS-FBG, etc.)
Switching E O (Gate SW, etc.) O (Gate SW, etc.)
Buffer architecture E Unnecessary E[10],O[11] O
Contention Resolution E E E
Routing E E E E

Examples (Many) (Many) FRONTIER[11],
WASPNET[12],
TAOS[10], etc.

O:optical  E:electrical

MλLSN[5],
OCDM-SW[23]

Comparison of network features and problemsTable 1

Network (NW) IP over WDM NW Photonic packet switching NW
Node architecture OXC only OWC+IP router Electronic addressing Photonic addressing
Data-to-link speed radio Small Large Large Large

Main bottleneck Number of
Wavelengths

IP router's
processing

Addressing,
Header overhead

Contention resolution
(Chap.3)

Link speed ＞10Gbps 10Gbps 10Gbps header 40Gbps
O/E conversion Unnecessary Router IN/OUT Header Unnecessary
Number of addresses 3,000 2bit length 2bit length ＞10,000[6]

Optical packet format that uses a
multi-wavelength label

Fig.2
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possible to provide a range of over 232 address-
es [6].  The packet length is set to a fixed
length for faster contention resolution.

3.2 Multi-wavelength label network
Fig. 3 shows a multi-wavelength label net-

work.  A multi-wavelength label switch node
(MλLSN) that acts as a photonic packet-
switch node analyses the multi-wavelength
label and performs switching.  Use of the Mλ
LSN makes it possible to perform more
detailed routing.  However, introduction of the
OXC to output all packets whose wavelength
bands are the same in the same direction is
also necessary to keep down costs.

The differences between the multi-wave-
length label network and the lightpath network
are explained below.  In WDM lightpath net-
works, as described in Chapter 2, the wave-
length is not used to identify the receiving
node.  On the other hand, since the multi-
wavelength label network provides an ade-
quate number of labels, the labels can be used
to identify individual receiving nodes.  For
example, with only 16 wavelengths, the num-
ber of possible labels exceeds 232.  This makes
it possible to assign a unique label consisting
of multiple wavelengths to each receiving
node, even on networks as large as the Inter-
net.  These labels serve as addresses for opti-
cal packets and are used to perform forward-
ing at the MλLSN.

3.3  Photonic packet-switch node 
(MλLSN)

When the packet arrives at the MλLSN,
the following processing is performed in order
[7].

(1) Header-payload dividing: The packet is
divided into the header and the payload, and
generates the same number of copies as speci-
fied in the routing tables.
(2) Optical address collation: Correlation pro-
cessing of the addresses in the header is con-
ducted at a multi-section FBG (fiber Bragg
grating) correlator.  When the input address
matches with a combination of the wave-
lengths of the FBG, the FBG generates a pulse
having a high peak.
(3) Switching by the optical switch: A switch
is driven by the pulse having the high peak of
(2), and the payload is switched to an appro-
priate route.
(4) Header assignment: A header containing
an appropriate address is assigned to the pack-
et in accordance with the routing table.
(5) Contention resolution: Processing is per-
formed to keep multiple packets from arriving
simultaneously and colliding.

Experiments were performed for proce-
dures (1) to (3) [5][6].  Fig. 4 shows an exam-
ple of the experimental system (W=3, K=3).
The packet containing the address "λ1Aλ1Cλ1B"
matches "FBG1*" of the three-section FGB,
and the payload is output from Gate 1.  The
packet containing the address "λ1Cλ1Bλ1A" is
output from Gate 2.

Table 2 shows the areas of application of
optical processing in the switching systems.
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MλLSN conducts addressing optically and
resolves the maximum factor of the through-
put decrease in the router and in the electronic
addressing switch.  As a result, the speed of
the contention resolution processing accompa-
nying logical and arithmetic operations
becomes the maximum factor that governs
throughput.  Even if contention resolution pro-
cessing is implemented electronically, it is not
more crucial bottleneck.  On the other hand,
contention resolution processing is simplified
by narrowing the network services provided.
Since the time required for routing and the
routing table rewrite time does not significant-
ly affect throughput, routing and rewrites are
performed electronically, not optically.

3.4  Advantages of the MλLSN and
problems
3.4.1  Advantages
(1) Technologies for WDM devices in current
use or currently entering commercial produc-
tion, such as AWG (arrayed waveguide grat-
ing) and FBG, may be used for part of the
MλLSN.
(2) Since different wavelengths are used for
the header and for the payload, no overhead is
incurred in terms of the throughput of the
switch.  Throughput is governed only by
switching time.
(3) An optical signal of 40 Gbps or so can be
switched by optical addressing.  Moreover, the
time required to perform addressing is gov-
erned by the speed at which light propagates.
(4) Routing tables storing over 104 address
entries for each node can be compiled [23].
(5) If the buffer is placed on the output side of
the MλLSN, the time from input to switching
is fixed.  This makes it easy to implement a
synchronization function required for switch-
ing.
3.4.2  Problems
Listed below are topics for future research.
(1) Highly effective use of the bandwidth
(2) Synchronization
(3) Optical buffer
(4) Contention resolution

The reasons for these items are stated

below.
(1) In the case of the multi-wavelength label,
as bandwidth for the label wavelengths is
expanded, usage efficiency of total bandwidth
(ratio of the payload to the whole) decreases.
(2) Problems involving synchronization lead
to more complex contention resolution.
(3) Since no optical RAM is currently avail-
able, we must consider buffer architecture that
rely on multiple optical delay lines.
(4) To avoid collisions, a contention resolution
processor must determine a residence time in
the buffer until the packet undergoes address-
ing and arrives at the output buffer.

Resolving these problems will realize a
switch node system with high throughput.  To
improve network throughput and increase reli-
ability, other problems need to be solved
cooperatively within the network, including
routing and restoration issues.  These prob-
lems will be described in Chapter 4.

3.5  Services provided by multi-wave-
length label networks

This packet-switching network provides a
best-effort-packet forwarding service.  How-
ever, we need to consider that at source/desti-
nation edge nodes at which application soft-
ware performs real-time communications, a
bandwidth-guarantee-type service [7] is desir-
able.  Moreover, some users require high-qual-
ity services rather than real-time services.  For
the Internet, the most popular packet-switch-
ing type network, Diff-Serv (differentiated
services) and RSVP (resource reservation pro-
tocol) are currently being studied to guarantee
communications quality between two points.
ATM has a CBR (constant bit rate) class,
which is already in service.  Given these
trends, photonic packet-switched networks
would ideally use both the bandwidth-guaran-
tee-type service and the best-effort-type serv-
ice.

On the other hand, quality must be bal-
anced against high-throughput.  For example,
providing advanced functions using optical
nodes, such as establishing a number of priori-
ty classes or guaranteeing an average band-
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width for each flow, increases processing
time.  This most likely creates packet-switch-
ing bottlenecks and decreases the speed.  For
photonic packet switching networks, it is suf-
ficient to provide services that guarantee max-
imum bandwidth, such as the CBR class of
ATM.  More complex quality hierarchies are
implemented through functions of the edge
nodes of the network.

4  Future research programs

As described in Chapter 1, we have been
carrying out research on photonic networks in
order to realize networks that feature large
capacity, high throughput, and advanced func-
tions.  The multi-wavelength label network
described in Chapter 2 is a candidate network
architecture for a photonic network and this
will expand the networks in the future.  In this
chapter, several approaches with the potential
to expand into promising research areas are
briefly presented.

4.1  Research on network architecture
Although optical technology transmits and

switches large-capacity optical signals, optical
signals are not always mapped with the data.
For example, in the WDM lightpath network
described in section 2.2, a dedicated path (a
group of wavelength channels) down to the
destination node (or an intermediate IP router)
is established before data transmission.  Thus,
even when no data flows in a wavelength
channel comprising the dedicated path, the
wavelength channel cannot be used to forward
other data.

This study examines network architectures
that prevent waste of transmission capacity
and maintain high traffic accommodation effi-
ciency.  To increase the traffic accommodation
efficiency, traffic needs to be forwarded to
empty bandwidths according to a routing
table.  This also renders the network resistant
to small variations in traffic volume.  The can-
didate architecture is a multi-wavelength label
network, which is a photonic packet-switching
network.  In this network, since the traffic in

the same wavelength band that arrive at multi-
ple input ports at a switch node can be multi-
plexed the same output port, the traffic accom-
modation efficiency can be improved relative
to that of WDM lightpath networks.

However, if all traffic is forwarded on a
best-effort basis, packet loss will degrade
quality and lead to network service problems.
To ensure the bandwidth guarantee service
described in section 3.5, we need to prepare a
mechanism that sets the lightpath [7] and con-
trols the bandwidth in the network or at a
node.

4.2  Research on packet contention
resolution

No dedicated path is provided for packets
of best-effort traffic in multi-wavelength label
networks.  In this case, multiple packets may
be simultaneously forwarded to the same out-
put port at the switch node.  Providing a node
with a packet contention resolution function
improves node throughput.  We will then
undertake research concerning the contention
resolution of photonic packet-switch nodes.
This research is divided into two subtopics:
buffer architecture, and a contention resolu-
tion algorithm.
4.2.1  Buffer architecture

No practical optical RAM (Random
Access Memory) is currently available.  The
most commonly considered methods for pre-
venting packet collisions with optical signals
involve shifting one of time, wavelength, or
space.  Contention resolution based on time
uses an optical buffer composed of fiber delay
lines [25].  There exists a method for reducing
the numbers of fiber delay lines using wave-
length division multiplexing and wavelength
conversion technologies [11][12][13], a method
whereby spatial contention resolution (deflec-
tion) is achieved [26].  Another article [27] pro-
poses that a combination of the above-men-
tioned methods can be used to reduce the
number of optical delay lines comprising the
optical buffer.  Articles [25] discuss various
methods for constructing optical buffers.

Methods other than optical buffers are not

Journal of the Communications Research Laboratory Vol.48 No.2   2001



17

suitable for multi-wavelength label networks.
That is, a wavelength conversion method tar-
geting 10 Gbps or so for a single wavelength
and simultaneous conversion of all the wave-
lengths in a high-speed link is not practical
yet.  Moreover, this method requires such
high-speed performance that wavelength
selection is determined at the time when a
packet enters the conversion equipment.
Thus, the method is not suitable for multi-
wavelength label networks.  On the other
hand, the application of deflection increases
the possibility that packets addressed to the
same destination will have different delays.
This method requires rearranging of packet
permutations at an edge of the network, mak-
ing it impractical.  Consequently, in this study,
we restricted the methods that we considered
to create optical buffers to those involving
optical delay lines.
4.2.2  Contention resolution processing

The buffering method described in 4.1.1 is
classified into three methods, according to the
position of the buffer arranged at the switch
node: an input buffer method; an in-switch
buffer method; and an output buffer method.
Among these, the output buffer method allows
for the simplest multi-wavelength label switch
configuration.  In addition, the output buffer
method excels in packet loss characteristics, in
comparison with the other two methods.
Thus, our efforts focused on the output buffer
method.

In a delay line buffer, particularly a single-
stage buffer [25], when the packet enters the
delay line, a unique output time is determined.
Therefore, to avoid a decline in throughput
caused by collision with other packets, we
need to determine a delay time (delay line to
be selected) before which the packet arrives at
the buffer.  Since any packet arriving at the
buffer arrives there after a fixed interval, the
packet delay time must be shorter than the
packet time.  For example, if the optical pack-
et length is 500 bytes, approximately equal to
the default length of the IP packet, and the
transmission speed of a certain wavelength is
assumed to be 160 Gbps, packet length is

equivalent to 25 nsec.  In the output buffer
method, as the number of input lines increas-
es, higher-speed processing or multi-stage pro-
cessing is required.  In this study, we will
examine a method whereby the delay time is
determined in a time infinitesimally shorter
than the packet time, which is equivalent to
the length of a packet.

Further, if contention resolution process-
ing is improved to provide advanced func-
tions, the determination of a delay time will
take longer.  As described in section 3.5, the
service classes in the network are minimized
and high throughput emphasized.

Currently, multi-wavelength label net-
works are intended for fixed-length packets,
with high-speed contention resolution process-
ing to be implemented.  When the multi-wave-
length network architecture is applied to a net-
work that handles variable-length packets,
such as the Internet, variable-length packets
must be converted/divided into fixed-length
packets.  In addition, to avoid such work load,
we must examine contention resolution pro-
cessing methods and packet switching meth-
ods capable of handling variable-length pack-
ets.

4.3  Research on efficiency improve-
ment

Even if optical fiber transmits large data
volumes and optical node provides large
capacity and high throughput, small data flow
in the network makes the optical merit mean-
ingless.  For example, in certain cases, traffic
may exceed processing capability of some
nodes and the network cannot forward all traf-
fic, although there is no traffic in most of the
other nodes.  In this case, traffic throughput
can be significantly improved if traffic
exceeding the processing capability of the
node is rerouted. 

As part of this study, we will carry out
research concerning network efficiency
improvements.  For example, Internet, routing
protocols such as BGP (Border Gateway Pro-
tocol) and OSPF (Open Shortest Path First)
are deployed for efficient use of resources.
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The WDM lightpath network provides for a
similar routing scheme (e.g., [20]).  We then
need to develop a routing method whereby
network resources are used with high efficien-
cy in photonic packet-switched networks.
Also important are estimates of traffic patterns
and flow based on measurements with a traffic
monitor (described in section 4.4) and exami-
nations of the timing determinations for re-
routing and its procedures.

4.4  Research on high reliability
Even with large-capacity, high-throughput

networks, there is no guarantee that networks
will operate without failures.  Existing net-
works such as the Internet and SONET/SDH
have functions that perform automatic rerout-
ing in the event of failure.  In WDM lightpath
networks, a technique is currently being stud-
ied whereby errors at the wavelength level and
at the bit level are monitored and identified
[28], and network routes automatically restored
based on this information.  We need to ensure
that our proposed new networks do not have
worse reliability than existing networks.
Ensuring highly reliable photonic packet-
switched networks requires implementing
functions equivalent to those in WDM light-
path and other networks.

In this study, we will also develop a traffic
monitoring function that locates a failure com-
ponent and quickly acquires information per-
taining to the failure.  Given the importance of
fast network recovery in the event of failure,
we will examine routing that provides protec-
tion (a back-up route is secured in advance)
and restoration (the route is altered in the case
of failure).

By monitoring optical signals at the packet
level in addition to the bit and wavelength lev-
els, we can obtain the status of network
resources clearly.  This can then be used for
routing to improve network traffic accommo-
dation efficiency.

4.5  Research on migration from the

WDM lightpath network
Of course, users are required in order to

create traffic flow across a network.  The
WDM lightpath network provides OC48 and
OC192 interfaces of connection to
SONET/SDH.  And also, a system that allows
Internet traffic to flow by IP over WDM and
the MPλS is currently being constructed.
However, since the transmission speed of the
targeted photonic packet-switched network
will have high speeds exceeding 10 Gbps, it is
unlikely that an interface for an apparatus with
the use of the electrical technology will be
provided.  For the time being, there is no
method for connecting the photonic packet-
switched network to a router interface of 10
Gbps.  Therefore, in this study, we will exam-
ine a system that provides an interface for
electronic apparatus while traffic flows over
the photonic packet-switched network.

Over the course of the next five years,
WDM lightpath networks appear likely to
become the mainstream for data traffic for-
warding.  To facilitate the migration of WDM
networks to photonic packet-switched net-
works, we need to examine not only the inter-
face for electronic apparatuses, but to consider
a method for implementing a WDM lightpath
architecture in packet-switching networks.

4.6  Research on advanced functions
As a network has a large capacity and

increases throughput, end users hope multiple
services using the large capacity.  This will
make it difficult to provide multiple QoS
(quality of service) required by individual
users in the end-to-end basis by using only
simple buffer mechanisms at switch nodes.
The provision of QoS may also come to
include various features such as delay charac-
teristics, reliability, security levels, and
account tracking mechanisms, in addition to
guarantees concerning communications band-
width.  Meeting these requirements requires
processing for each user, for each stream, or
for each packet, in accordance with the net-
work status, or to conduct a control using
coordinated functions between distributed
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nodes.  These advanced functions can only be
handled electronically.  Since such processing
decreases throughput, a configuration in
which processing is implemented not in the
optical backbone but at the edges or gateways
appears most suitable.

In this study, we will perform research on
a network control technology, including the
advanced functions of the edge node system.
For provision of end-to-end QoS, there are
numerous studies that primarily focus on how
QoS is realized in the form of the multicast
services.  In our study as well, we plan to
examine the issue of end-to-end QoS from
numerous perspectives.  One promising tech-
nique is an active network technology involv-
ing powerfully enhanced node functions.  We
have advocated a stream code scheme [29][30]
and introduced a method for realizing basic
network functions.  Further research and
development of systems in which versatile and
stable advanced functions can be achieved in a
scalable manner is essential.

5  Summary

In the near future, large-capacity networks
using an optical technology, called WDM
lightpath networks, will be constructed.  Traf-
fic volume in networks will undoubtedly con-
tinue to grow for years to come, and WDM
lightpath networks may eventually be unable
to meet this demand.  At that time, the funda-
mental methods of building a network will be
reexamined.  Photonic packet-switched net-
works are suitable for these needs.

In this paper, we have presented an
overview of our proposed multi-wavelength
label network.  This network is a concrete
example of photonic packet switching.  To
implement this architecture into network back-
bones, current networks must be expanded and
improved to provide large capacity, high
throughput, and advanced functions.  We enu-
merate the problems involved in such a pro-
posal, including issues involving network
architecture, efficient contention resolution,
efficiency improvements, reliability, advanced
functionality, and network migration, and
present several directions for future research
on these topics. 

Hiroaki HARAI and Fumito KUBOTA
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