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5-2  Spoken Communication in Multiple
Modalities
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This article provides a brief overview of the recent activities of ATR International’s Com-
munication Dynamics Project. With the support of CRL, a multi-purpose research program
has been established. The central theme of the project is to examine human communicative
behavior as it occurs naturally: in multiple modalities and in complex environments. The
forms of behavior being examined include both verbal communication and non-verbal ges-
tures and expressions. A major research goal of the project is to achieve a better under-
standing of the link between the production and perception of these multi-modal behaviors.
Computational models as they are developed will be applied to development of communica-
tively plausible systems for human-machine interaction.
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Introduction

Basic science and technology tend to have
distinct interests, however they need not fol-
low separate paths in achieving their goals. In
our project with CRL, the ATR-I Communica-
tion Dynamics Project has developed a
research program that serves these multiple
purposes. The aim of the project is to under-
stand how naturally occurring communicative
events such as expressive speech, emotion,
and gestures are produced, perceived, and
processed neurally. Communication occurs in
multiple modalities, principally the auditory
and visual modalities, and in complex envi-
ronments. Therefore, a major challenge is the
analysis and synthesis of multi-modal speech
behavior as it occurs naturally — integrated
with emotional expression in multi-talker
environments. Non-speech expressions of
emotion and other gestural forms of communi-
cation are also being examined, as are basic
visual processes such as the detection and rep-

resentation of three-dimensional objects in
interactive and changing environments. As
computational models of communicative phe-
nomena emerge, they will be applied to devel-
oping communicatively plausible human-
machine systems.

1  Auditory-Visual Speech 
Processing

Although traditionally examined separate-
ly, the production and perception of commu-
nicative behavior co-constrain each other and
therefore should be examined together. In
order to link production and perception, we
have devised a three-stage research methodol-
ogy consisting of (1) empirical studies that
afford a basic understanding of how multi-
modal communicative behavior is produced
and structured, (2) a talking head animation
system whose parameters are under experi-
menter control and derive directly from time-
varying and static production data and their
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analyses, and (3) perception studies that use
the talking head animations as stimuli to vali-
date the realism of the animation system and
to assess the relevance of the analytic produc-
tion results for perception. The figure shows
the general scheme of our  research paradigm.

2  Measurement and Analysis of
Multi-modal Speech Behavior

Time-varying production data are meas-
ured and analyzed at as many levels of obser-
vation as possible. These include the speech
acoustics, motions of the vocal tract, face, and

head, and the EMG (electromyographic) activ-
ity of associated muscles of the face and vocal
tract. Having shown that simple aspects of the
experimental protocol can severely effect the
quality of the results, new recording and
measurement techniques have been developed
that enable more natural recordings of sponta-
neous communicative interactions between
two or more people. An important conse-
quence of this is the development of a non-
invasive video recording and image analysis
technique that provides reliable measures of
the motions of the face and head most relevant
to communication [Kroos et al., in press].
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Structural and functional data for many speakers are used to generate realistic animations
of speaking and expressive faces. The animations are then used to generate stimuli for stud-
ies of multi-modal perception, neural processing (e.g., fMRI), and the links between produc-
tion and perception.

Fig.1
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Analyses consist of multi-linear and non-
linear techniques for identifying and charac-
terizing the patterns of time-varying events
within and across the different measurement
domains. For example, face motion and
speech acoustics can both be reliably estimat-
ed from measures of the vocal tract or from
the muscle activity that controls speech articu-
lation. Such estimation has been used to create
a computational model of multi-modal speech
production that provides a plausible and fairly
comprehensive characterization of the neuro-
motor control system and the physical struc-
tures [Vatikiotis-Bateson et al., 2000a]. More specif-
ic to speech coding, face and head motion can
be recovered from the spectral and source
properties of the acoustics [Yehia et al, 1998;
1999; in press]. Taken together, these results
have shown that linguistic events are redun-
dantly specified in the visual and auditory
domains and that the two domains share a
common control source for speech production.
These findings provide a causal basis for
understanding the long-standing psychophysi-
cal finding that being able to see a speaker’s
face can enhance speech intelligibility [e.g.,
Sumby & Pollack, 1954]. They also provide a start-
ing point for examining the interaction and
integration of speech and non-speech events,
such as expressions of emotion and discourse
markers (e.g., for ‘turn-taking’). These are
events that occur simultaneously on a speak-
er’s face and must be processed in parallel by
the perceiver.

3  Structural Analysis of the Face
and Head

In conjunction with the time-varying
behavioral data, a large structural database is
under construction. Sets of facial postures are
being recorded with three-dimensional (3D)
cylindrical scans of the face and head. The
posture sets are intended to cover the extremes
of face configuration during production of
speech and other expressive behaviors, and
eventually the face database will contain pos-
ture sets for 300 subjects (Japanese and non-

Japanese). Analysis of the posture sets pro-
vides the face deformation parameters used in
the talking head animation system. In addi-
tion, the database is being used to compute
multi-dimensional scales for comparing struc-
tural (basic 3D morphology) and functional
(postural) typing of faces. One use of the data-
base is to examine the co-dependence of static
structure on time-varying function. This is
done by generating talking head animations
where the animated face of one subject is con-
trasted with animations of other subjects
whose face structure is of known dissimilarity
(along some dimension of variability). Alter-
natively, animations can be constructed and
compared psychophysically when the structur-
al and functional data components are from
different subjects of known dissimilarity.
Finally, the posture sets include both speech
and non-speech configurations. The deforma-
tion coefficients derived from these sets can
be used to animate and evaluate speech pro-
duced with and without accompanying non-
speech expressions (of emotion et cetera).

4  Talking Head Animation System

Two types of talking head animation have
been developed for synthesizing multi-modal
behavior from production parameters. One is a
kinematics-based  system that combines time-
varying face motion and face deformation
parameters derived from multi-posture 3D
scans of the subject’s face. The face motion
data can be either measured directly or esti-
mated from muscle EMG or acoustic signals.
Once parameterized, this system can generate
video-realistic sequences of faces having good
spatial and temporal resolution at near real
time [Kuratate et al., 1998, submitted]. The second
system was developed by collaborators in
Canada [Lucero & Munhall, 1999], and is a physical
model containing musculo-skeletal structures
and a multi-layer model (mass-spring) of the
facial skin. This system is based on the mus-
cle-based face animation model developed by
Waters [Waters, 1987] in collaboration with Ter-
zopoulos [Terzopoulos & Waters, 1990]. It was
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modified to generate animations from time-
varying EMG signals for 7 orofacial muscles.
The physical model is more computation-
intensive and difficult to control with fine
temporal detail, but its physical skin provides
more realistic rendering of skin deformations,
particularly the areas surrounding the mouth,
than the affine skin mesh used in the kinemat-
ics-based method developed at ATR [for details,
see Vatikiotis-Bateson et al., 2000b]. Therefore, the
kinematics-based method is being modified to
incorporate a physical skin model.

5  Perceptual Evaluation of Multi-
Modal Speech Behavior

Before production-based talking head ani-
mations can be used to assess the linkage
between the perception and production of
communicative expressions, they must be val-
idated perceptually and kinematically. It must
be shown that the talking heads make the
same motion and convey the same sort of lin-
guistic information as real faces. Both anima-
tion models used in our work are ‘feed-for-
ward’, so their movement accuracy had to be
verified independently [Vatikiotis-Bateson et al,
2000b]. The perceptual validation process has
revealed interesting facts about the conditions
under which perceivers’ are willing to suspend
their disbelief and the effect this has on per-
ception. The basic finding is that imperfec-
tions in video-realistic faces have more pro-
found effects on perceived realism than do
animated line-drawings or animal caricatures
[Kuratate et al., submitted].

Numerous perception studies have now
been conducted with Japanese and English
speaking subjects in which the animations are
evaluated under various auditory and visual
conditions. The face animations have been
compared to point-light displays, video of nat-
ural speaking faces, with and without head
motion, and under various conditions where
production control parameters are manipulated
systematically (e.g., scaling the amount of
head motion). Overall, the animations have
been shown to elicit the same patterns of

response as normal video presentations,
despite the absence of eyes, teeth, and tongue
in the animated faces. Furthermore, the
strength of the response is sufficient to allow
the effects of manipulating the model control
parameters to be evaluated reliably. Thus, use
of production-based stimuli to test perception
has confirmed that head motion, observed to
be correlated with the voice source [Yehia et al.,
in press], can convey important visual informa-
tion about linguistic prosody when the voice
source is masked with acoustic noise [Munhall et
al., in preparation]. This test also exemplifies our
intent to use our control of the production
parameters to evaluate their role in perception.

6  Expanding the Horizon

Now that the research methodology is
established for analysis, synthesis, and evalua-
tion for speech behavior, we are expanding its
scope in three directions: 1) to incorporate
non-speech gestures and emotion; 2) to inves-
tigate brain responses to multi-modal stimuli
[Callan et al., 2001] and compare them with psy-
chophysical studies of perception [Munhall et al.,
submitted]; and 3) to examine our ability to
adapt in navigating complex environments.
These are but a few of the myriad possibilities
for expansion.

7  Non-Speech Expression

Despite the overwhelming focus of previ-
ous research on static faces, be they scripted
caricatures of emotional expression [e.g., Ekman
et al., 1972] or familiar faces to be identified
[Bruce and Young, 1986], faces provide informa-
tion through time, seemingly just like every-
thing else associated with human information
processing. For example, simple animation of
emotional extremes (based on morphing
between neutral and extreme postures) at dif-
ferent transition speeds (velocity) suggests
that emotions may inhabit different kinematic
ranges. For example, smiles are quicker than
frowns and are more reliably perceived when
presented at the appropriate speed [Kamachi et
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al., 2001]. Our system allows these phenomena
to be examined in detail and in more realistic
situations where spontaneous, rather than
scripted, expressions can co-occur with
speech.

8  Brain Responses to Multi-Modal
Stimuli

An emergent issue in studies of brain func-
tion (e.g., fMRI, MEG) is that brain responses
to stimuli do not always match the results of
behavior studies. For example, human infants
show a developmental asynchrony in their
ability to discriminate non-native sound cate-
gories and to register those differences in the
activity of auditory centers of the brain.
Specifically, in the first year of life, children’s
cognitive and neural processes develop at dif-
ferent rates, and it is only after about a year
that auditory and categorical discrimination of
speech sounds coincide [Rivera-Gaxiola et al.,
2000]. In adults, we do not expect such star-
tling differences between cognitive and neural
behavior; however, multi-modal communica-
tion invokes a wide range of motor, auditory,
visual, and even tactile processes. On the other
hand, the redundancy across modalities
observed behaviorally for audiovisual speech
communication suggests that cognitive
processes may be less affected by the loss of
information in one or another modality. We
are now conducting comparative cognitive and
brain function studies that assess the degree of
redundancy between neural and cognitive
processes, and the mechanisms the rapid adap-
tation to accommodate sudden changes (e.g.,
in modality) of the perceived information
stream.

9  Adaptation and Navigation of
Complex Environments

Generally when humans interact with one
another or their environment, they must
retrieve information under less-than-ideal con-

ditions because the information and/or its con-
text are either novel or degraded in some way.
This requires that information retrieval be
flexibly adaptive and sensitive to redundancy.
The work on auditory-visual speech process-
ing already has a strong focus on characteriz-
ing the redundancy of communicative infor-
mation over different modalities. However, a
more basic and probably related issue is to
understand how we retrieve the information
used to characterize and navigate our inani-
mate environment. Humans see three-dimen-
sional objects in the real world “actively”.
Thus, when the information obtained about
some object is not sufficient for recognition,
we change the parameters of the retrieval
process by changing the viewpoint. Structural
ambiguity is minimized through iterative
manipulation of the of the camera pose using a
viewpoint control system implemented into a
vision-based 3D recognition system. Experi-
ments with this system have shown that the
total accuracy of object detection can be
improved by as much as four times after only
several iterations of the pose correction
process [Kinoshita & Tonko, in press].

10  Summary

It is impossible in a few short pages to dis-
cuss adequately the range of possible issues
and potential applications that can be
addressed within the research framework of
multi-modal communication described here.
Indeed, the rapid rate of development of tools
and applications makes predicting even the
near future almost impossible. For example,
we can now produce videophonic speech sig-
nals at low bit rates, and soon we should be
able to implement control systems for simple
interactive communication into physical
robotic devices [Kozima & Vatikiotis-Bateson, 2001].
Our greatest hope, however, is that develop-
ment of such systems can help us understand
the neural and cognitive bases of multi-modal
communication.
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