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1  Introduction

The millimeter (mm)-wave band (from 30
to 300 GHz) is the focus of considerable aca-
demic and industrial interest because it can
support high-speed and large-capacity infor-
mation transmission.  New applications, such
as ultrahigh-speed wireless local area net-
works (WLAN), wireless home-links, and
indoor multiplex television broadcasting for
indoor environments, as well as fixed wireless
access, broadband mobile access, and ITS
(intelligent transportation systems)-based
inter-vehicle communications for outdoor
environments will become available through
the use of mm-wave communications.  In
Japan, the 38 GHz band has been made avail-
able for fixed wireless access and the 60 GHz
band with a bandwidth of over 10 GHz will be
made available for licensed and unlicensed
use very soon[1].

The development of the mm-wave band
for communications began at the Communica-
tions Research Laboratory in the early
1990s[2].  As a result of early research on the
mm-wave propagation characteristics and the
development of devices and equipment for

mm-wave communications, several indoor
high-speed WLAN prototypes were
developed[2]～[7].  An ATM- (asynchronous
transfer mode) based WLAN prototype was
developed to support multimedia transmission
in 1998[4][5][6].  It is a centralized system con-
sisting of an access point (AP) connected to a
backbone network and six stations (STA) con-
nected to multimedia terminals.  The system is
operating in the 60 GHz band and has an FDD
(frequency division duplex) channel configu-
ration providing high-speed transmission
(51.84 Mbps) on each channel.  A novel MAC
(medium access control) protocol, called RS-
ISMA (Reservation-based Slotted Idle Signal
Multiple Access), was proposed and devel-
oped to support integrated multimedia trans-
mission in the system[4][8].

The second prototype system developed in
1999, which also operates in the 60 GHz band,
is an IP-based WLAN with an AP and three
STAs[7][9].  Compared with the first prototype,
the second one has a higher radio transmission
rate (64 Mbps) on each channel.  Modified
RS-ISMA is used as a MAC protocol in the
system.  The system can support TCP
(UDP)/IP-based applications and multicast
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services.
Currently, products for 2.4 GHz WLANs

have a maximum transmission rate of 11
Mbps under the specification of IEEE
802.11b[10].  In the 5 GHz band, chipsets
based on IEEE 802.11a are already available
and more products will be available by the end
of 2001.  The Association of Radio Industries
and Businesses (ARIB) of Japan has standard-
ized ultrahigh-speed WLANs operating in the
60GHz band (STD-T74) on the basis of the
system described in this paper[11].

In this paper, we describe a recently devel-
oped 156 Mbps WLAN prototype operating in
the 38 GHz band.  Compared with the previ-
ous prototypes, this system was developed to
have a higher data rate (i.e., 156 Mbps), have
a smaller hardware size (i.e., the volume of the
transceiver < 1000cc), and have a larger serv-
ice area (i.e., multi-cell configuration).  The
rest of this paper is organized as follows.  Sec-
tion 2 describes the system design for the 156
Mbps system based on the technologies devel-
oped in previous prototype systems.  The
implementation is explained in Section 3 and
the experimental results are shown in Section
4.

2  System design

A.  System Configuration
A WLAN in a single basic service set

(BSS) consists of an AP and a number of
STAs.  Different from the 2.4 GHz band and 5
GHz band WLANs designed as distributed
systems, a WLAN in the mm-wave band
should have a centralized system configura-
tion.  The main reason for this is that a direc-
tional antenna with circular polarization is
required in mm-wave communications to
obtain a high gain and reduce the multipath
effect, and thus the functions required for
communication between stations without a
relay, such as carrier-sense, are not available.
Another reason is that centralized control is
generally preferred for multimedia transmis-
sions.  In such a system, all the traffic generat-
ed from, or arriving at, a BSS should pass

through an AP, and the AP connected to a
backbone network controls the transmission
on mm-wave channels.

Since the radius of a BSS of an mm-wave
WLAN is around ten meters, providing servic-
es in a larger area (i.e., ESS: extended service
set) requires several BSSs in the same WLAN.
In an ESS, all BSSs may use the same fre-
quency bands because a directional antenna is
used in an STA.  To offer seamless transmis-
sion for user STAs moving between two
BSSs, the AP should support handoff between
neighboring BSSs.
B.  Transceiver

The objective of the physical layer design
is generally to implement high-speed and
high-quality transmission.  Since the utiliza-
tion of mm-wave bands for communications is
so new a system concept that devices are still
in the development phase and are thus very
expensive, small-scale and low-cost technolo-
gies are also important.  Compared with
devices in the 60 GHz band, those in the 38
GHz band are less expensive because the 76
GHz band has been developed for radar-based
automobile collision avoidance, and 76 GHz
devices are developed based on 38 GHz ones
with double the frequency.

Our target radio transmission rate is 156
Mbps.  To meet the requirements for MPEG 2-
based video transmission, the bit error rate
(BER) should be less than 10-7.  Since FDD is
chosen and the uplink channel is shared by
multiple users, burst transmission in the uplink
channel should be supported.  A very short
receive-transmit switching delay is required.
In contrast to the first and second prototypes
using ASK (amplitude shift keying) and FSK
(frequency shift keying), the new prototype is
based on GMSK (Gaussian filtered minimum
shift keying) modulation to provide better
power-spectrum performance.
C.  Enhanced RS-ISMA

The MAC protocol RS-ISMA was devel-
oped to support multimedia transmission in
mm-wave WLANs and it was used in the first
and second WLAN prototypes.  RS-ISMA was
developed based on the MAC protocols of R-
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ISMA (Reserved ISMA)[12] and S-ISMA
(Slotted ISMA)[13].  Functionally, it is a com-
bination of random access protocol and a
polling scheme.  It consists of two steps: reser-
vation and information transmission.  In the
first step, an STA transmits a short frame to
make a reservation under a random access
scheme.  In the second step, either an isochro-
nous or an asynchronous polling scheme is
used for information transmission depending
on the QoS requirement.

RS-ISMA was developed in the first proto-
type to support integrated multimedia trans-
mission based on wireless ATM.  In the sec-
ond prototype, RS-ISMA was modified to
carry IP datagrams most efficiently and to sup-
port wireless multicast services.  Because RS-
ISMA requires STAs to respond to the control
signal sent by the AP immediately, there will
be a round-trip propagation delay in each slot.
The delay, though in the order of 100 ns over a
few meters, results in a 16-bit loss when the
transmission rate is 156 Mbps.  The RS-ISMA
was therefore modified and enhanced for
ultrahigh-speed transmission.

The first modification was to introduce a
time offset for STAs to transmit after receiv-
ing the control signal.  Fig.1 shows the time
chart of the enhanced RS-ISMA.  After receiv-
ing a POLL, for example, the STA waits time
offset ΔT before sending a data frame.  ΔT is
automatically adjusted to have the frame
arrive at the AP at the beginning of the next
time slot.  ΔT depends on the distance
between the AP and a specified STA.  The sec-
ond modification was to adaptively adjust the
polling period for asynchronous polling
depending on the traffic variations.  The
polling period is increased when the AP
detects that the traffic generation rate of an
STA has become low and is shortened when
the AP detects a high rate.  The third modifica-
tion was to shorten the ACK (acknowledge-
ment) period in the uplink transmission to
improve the efficiency.  As shown in Fig.1, the
ACK field becomes part of the time slot.
Because an immediate ACK is used, we sim-
plified the ACK from a control frame to a spe-

cially defined data block with a length much
shorter than that of a frame.  At the AP, the
carrier sense of the ACK field is used to detect
if there is an ACK.

D.  Handoff Control
A WLAN with a single BSS was used in

both the first and second prototypes.  If an
ESS includes several BSSs, however, the
handoff control should keep the connection in
the upper layers when an STA is moving from
one BSS to another.  In contrast to the handoff
control in a cellular system where adjacent
cells use different frequency bands (when the
frequency reuse factor is larger than 1) and
handoff detection is based on the received
power strength at the base station, the same
frequency band is used in an ESS (the factor is
equal to 1).  The handoff control in mm-wave
WLAN is based on the following procedure.

The first step is to detect if there is a hand-
off.  An STA always compares the subscribing
AP’s address with the address in the control
signal being received.  If the addresses are dif-
ferent, it means that the STA gets into a new
BSS.  The second step is to subscribe to the
new BSS.  The STA is trying to subscribe to
the new BSS by sending a subscribing request
to the AP.  The third step takes place after the
STA’s request is admitted by the new AP.  The
address of the STA is registered at the new AP
and deleted from the old AP’s table.
E.  QoS Control

QoS control is a hot topic being widely
studied today in attempts to enable multimedia
transmission over the Internet.  There are gen-
erally two basic services in the Internet QoS,
Intserv and Diffserv.  Though their implemen-
tation is based on two different methods, the
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basic idea is to divide the traffic into different
classes and then give higher priority to the
class of traffic that needs to be transmitted as
soon as possible.  Several methods have been
proposed and standardized to define and
implement different classes.  The ToS (type of
service) field of the IP header is used to
announce information on classes.  In IEEE
802.1Q frame format, a 3-bit user priority
filed is defined to map the QoS in layer 3 (IP)
into that in layer 2 (Ethernet).  Since RS-
ISMA is designed to support multimedia
transmission using isochronous and asynchro-
nous polling, it is necessary to map the QoS in
layer 3 into these two polling schemes.

3  Implementation

A.  System Construction
As shown in Fig.2, the prototype is com-

posed of two APs, four STAs, two media
servers, and an Ethernet switch.  The system is
setup in a large office with desks and chairs,
which is sectioned into small areas by parti-
tions.  The transceivers of the APs are set on
top of a 2.2-m-high partition on one side, and
the other equipment is set on 1.2-m-high desks

on the opposite side.  The APs and servers are
connected to the Ethernet switch via twisted-
pair cables and the switch is linked to the
backbone network (intra-/Internet).  The two
APs construct two BSSs that can be either
overlapped partly to form a continuous ESS or
isolated from each other.  If the APs are within
the same subnet, the STAs can travel freely
between the two BSSs without any change.

Table 1 lists the system parameters.  Two
frequency bands in the 38 GHz band are used
for uplink (from STA to AP) and downlink
(from AP to STA) transmission (FDD).  The
radio transmission rate is as high as 156 Mbps.
The antennas at AP and STA have different
characteristics: a broad beamwidth but a low
gain at the AP and a narrow beamwidth but a
high gain at the STA.

Fig.3 shows the protocol stack of the
WLAN prototype.  Our development focuses
on the lower two layers, physical and DLC
(data link control).  The DLC layer consists of
a MAC and an LLC (link logic control) sub-
layer.  The enhanced RS-ISMA protocol for
access control and a stop-and- wait ARQ
(automatic repeat request) scheme based on
RS-ISMA for error control are involved in the
MAC sub-layer.  The LLC sub-layer mainly
functions as an interface between the DLC and
upper layers, fragmenting and assembling
PDUs (protocol data unit) at the LLC.  Also,
the LLC has a special connection control func-
tion to enable the WLAN to manage connec-
tion requests generated by the STAs.  A proxy
ARP (address resolution protocol) is used in
the APs to eliminate the problem of handoff.
B.  Transceiver

A photo of the transceivers of an AP and
an STA is shown in Fig.4.  The less-than-
1000cc transceiver is made up of two plane
antennas for transmitting and receiving
respectively, several MMICs (monolithic
microwave integrated circuits), and a wave-
guide interfacing the antennas and circuits.
The transceiver is connected to the baseband
signal processing module, which is developed
on the DLC board inserted in the PCI Bus
extension slots at the personal computer, via
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an LVDS (low voltage differential signaling)
cable.

The block diagram of the transceiver is
shown in Fig.5.  At the transmitter, the signal
is directly modulated and thus the circuit
becomes very simple.  At the receiver, the cir-
cuit is simplified by using a waveguide filter
and a single conversion method.  In addition,
an analog detector is used to support 156
Mbps transmission.  The isolation between the
transmitter and receiver is guaranteed by using
separate antennas.  Since the uplink channel is
shared by multiple users, an ON/OFF switch
is used at the transmitter of the STA to reduce
the power leakage when the transmitter is not
transmitting anything.
C.  DLC Board

The functions of the DLC and baseband
signal processing in PHY are implemented in
a half-size PCI board inserted in one of the
PCI Bus extension slots of a personal comput-
er.  Fig.6 and 7 show a photo of the DLC
board and its block diagram, respectively.
Devices used to implement the DLC layer
functions and PCI Bus Control mainly include
a large (400,000 Gates for the STA and
800,000 Gates for the AP) FPGA (field pro-
grammable gate array) chip and a dual-port
SRAM.  Another high-speed FPGA with
30,000 Gates is used for implementing the
functions of PHY baseband signal processing.
The board has both a PCI Bus interface
between the board and the PC, and an LVDS
interface between the board and the transceiv-
er.  The board is capable of processing trans-

mission at 156 Mbps.
The main function of the baseband signal-

processing unit is assembly and reassembly of
physical-layer frames.  The assembly process
in each STA can be described as follows.
After receiving a 70-octet MAC frame from
the DLC processing unit, the baseband signal-
processing unit scrambles it by using a 4 to 5-
bit scrambling code and adds a 20-bit frame
start (FS) code to the scrambled 700-bit MAC
frame.  The resultant frame is optionally
encoded by using a BCH (14, 10) code, and
then a 20-bit preamble (PA) code is added to
it.  Finally, a frame is handed over to the trans-
ceiver.  Thus, the physical-layer frame for
MAC data frame transmission from the STA is
composed of a 20-bit PA field, a 20-bit FS
field, and a 700-bit MAC PDU field.  Several
physical layer frame structures are used in the
AP depending on the objectives.  For MAC
data transmission, a frame composed of a 20-
bit FS field and a 700-bit MAC PDU field is
used.  To control the uplink transmission, a
frame composed of a 20-bit control start (CS)
field and a 20-bit control data field is used.
For the other cases, i.e., when the AP has
nothing to transmit, the PA stream is continu-
ously broadcast.

The DLC processing unit has two func-
tions: access control according to the
enhanced RS-ISMA and fragmentation of an
IP datagram into MAC PDUs and assembly of
MAC PDUs into an IP datagram.  In the frag-
mentation process, the unit first receives an IP
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datagram through an internal PCI-bus inter-
face.  Then, it adds to the IP datagram a trailer
that includes a source LLC address, a destina-
tion LLC address, a CRC code, and padding
bits to produce an LLC-PDU.  Then the LLC-
PDU is divided into 64-, 128-, or 256-octet
segments.  Finally, a MAC PDU is made by
adding a 4-octet header, which includes the
frame type, the source and destination MAC
addresses, the sequence number, and the trail-
er of a 2-octet CRC code to each segment.

The function of the connection control in
the LLC sub-layer is to match a packet flow of
an application to either the isochronous or the
asynchronous polling mode.  When a connec-
tion is requested, a suitable polling mode is
chosen based on the TOS field of the header
of the IP packet, and the header information is

recorded in a connection table.  Once the
information is recorded, the following IP
packet stream is routed according to the table.
D.  Handoff Control

A handoff control function was developed
in the prototype.  Fig.8 describes the handoff
procedure of an STA moving from BSS0 to
BSS1.  The detailed sequence is described in
Fig.9.  When STA0 is going to subscribe to an
AP, say AP0, it first checks the AP address
(“01h” in the example) in the IDLEs broadcast
in the downlink channel (step a).  Then, it
sends a Subscribe Request to AP0 (step b).  If
the request is approved, AP0 registers STA0’s
address in the table of the proxy ARP and
sends back a Subscribe Response (step c).
STA0 sets AP0’s address to the local AP_Reg
register.

When STA0 moves into BSS1 and receives
the IDLEs broadcast from AP1, it compares the
AP address in the IDLEs with that in AP_Reg
(step d).  STA0 sends a Subscribe Request to
AP1 because a different AP address is detected
(step e).  Since the address of AP0 is includeed
in the new request, AP1 sends a proxy ARP
table update request to AP0 via the Ethernet
(step f).  AP0 deletes the address in the local
ARP table and sends back a response to AP1
(step g).  AP1 registers STA0’s address in the
local ARP table and sends a subscribe
response to STA0 (step h).  The handoff proce-
dure ends after STA0 updates the contents of
AP_Reg from 01h to 02h.  Since the handoff
procedure is implemented in layer 2, the con-
nection of the upper layers is kept during the
handoff.
E.  QoS Control

MPEG 2-based video transmission is one
of the main applications in this prototype to
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demonstrate the importance of ultrahigh
speed.  To guarantee QoS in this case, the
mapping of IP classes and the two polling
modes is implemented.  In RS-ISMA, either
the isochronous or the asynchronous polling
mode can be used for information transmis-
sion according to the QoS requirement from
applications.  The TOS field of the IP header
is used here to relate an IP datagram flow to a
suitable polling mode.  For example, the TOS
field of an IP datagram generated from non-
real-time applications has a low-priority value
and the IP datagram is sent in the asynchro-
nous mode.  In the case of real-time applica-
tions, a high-priority value is set and the
isochronous mode is used to transmit corre-
sponding IP datagrams.

4  Experimental results

The prototype system was tested in vari-
ous experiments.  Here we show the results
obtained in two experiments as follows.  In the
first experiment, we measured the BER per-
formance of the system in a chamber room

(without the multipath effect).  An AP and an
STA were set in the chamber room at a dis-
tance of 5 m as shown in Fig.10(a).  We fixed
the AP and changed the angle of the STA in
both the vertical and horizontal directions.
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Thus, the BER performance reflects the posi-
tion of the antennas in this case.

Fig.11 shows a general experimental setup
in an office.  The second experiment was done
in the same office.  The AP and STA were set
on top of a 2-meter-high partition panel and a
1-meter-high desk, respectively, as shown in
Fig.12 (a).  The AP was fixed and the STA was
moved in a 4*11-m area.  The PER (packet
error rate) was measured by counting the num-
ber of packets received when sending 1,000
packets.  From the results shown in Figs.12
(b) and (c), we conclude that: (a) the downlink
transmission has a better PER performance
because burst transmission was required in the
uplink channel and, (b) there was a multipath
effect.

5  Conclusion

We described a recently developed 156
Mbps ultrahigh-speed WLAN operating in the
38GHz band.  The WLAN is a third prototype
developed at the CRL since 1998.  Similar to
the second prototype, the system was devel-
oped to fully support the Internet access but at
a higher speed with a smaller hardware, and
with more functions.  It contributes to the
Japanese industry standard of ultrahigh-speed
WLANs operating in the 60 GHz band (ARIB

STD-T74).  Experiments to evaluate the phys-
ical layer performance have been conducted
and an experimental environment to accurate-
ly measure the performance of the upper lay-
ers is under development.  The WLAN tech-
nologies are expected to be commercialized in
the near future.
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