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1  Introduction

As science and technology continue to
progress, high accuracy and high reliability
have become primary requirements in every
field in which measurement plays a role.  And
indeed, among the physical quantities, time
and frequency can be measured with the high-
est accuracy and reliability.  The time and fre-
quency quantity pair is essential not only to
the establishment of time and frequency stan-
dards but also to many basic measurement
devices such as frequency synthesizers, spec-
trum analyzers, network analyzers, and syn-
chroscopes.  These measurement devices are
used at a variety of research sites and manu-
facturing plants, with a wide range of applica-
tions and objectives.  Due to the high accuracy
and sophisticated functions of these recent
measurement devices, it is critical to under-
stand not only their means of operation, per-
formance limits, and error factors, but also the
physical significance of the various measure-
ment target quantities.  This paper describes
the concepts of accuracy and stability that
must serve as the basic measures in precise
time and frequency measurement.

2  Basic measures for time and
frequency measurement

2.1  Evaluation of frequency accuracy
and uncertainty
The ITU-R TF.686-1 GLOSSARY[1]defines
accuracy as follows.
Accuracy: The degree of conformity of a
measured or calculated value to its definition.

In other words, accuracy represents the
degree to which the measurement result agrees
with a given definition.  The defined value for
time and frequency is set forth in the "Defini-
tion of Time and Frequency and International
Atomic Time/Coordinated Universal Time."
The defined value of time and frequency is
physically realized in the Cs primary frequen-
cy standard, and this value is relayed to subor-
dinate standards under an established frame-
work of traceability.  This relay process is nat-
urally accompanied by errors, reducing the
reliability of measurement.  The reliability of
these results is measured in terms of uncer-
tainty.  Reference[1]defines uncertainty as fol-
lows.
Uncertainty: The limits of the confidence
interval of a measured or calculated quantity.

Thus, referring to accuracy only makes
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sense when one has assessed uncertainty.  The
means of evaluating uncertainty are described
in detail in the ISO's "Guide to the Expression
of Uncertainty in Measurement;"[2]therefore
this paper will address the assessment process
in brief.
The process of evaluating uncertainty is divid-
ed into the following steps:
(1) Development of a mathematical model for
measurement
(2) Evaluation of uncertainty components
(3) Calculation of combined  standard uncer-
tainty
(4) Determination of expanded uncertainty

In the development of a mathematical
model (1), the measurement process is first
clarified, the error components are enumerat-
ed, and the relation between measurement Y
and input Xi is expressed in mathematical
form: Y = f (X1, X2, ..., XN).  If f is not given by
a theorem, the X-Y relation must be found by
experiment.  In the evaluation of the compo-
nents of uncertainty (2), standard uncertainty
u(xi) is calculated for the estimate of each
input, xi.  Standard uncertainty u(xi) of esti-
mate y of Y is given by the following equation
as combined standard uncertainty uc(y) by
appropriately combining u(xi).

Note that the above equation assumes that
there is no correlation among various values
of xi.  If there is such a correlation, covariants
must be considered.  In practical measure-
ment, individual measurements of Y are dis-
tributed near y, and most of the measurement
results lie within the range y±kuc(xi) within a
certain confidence level, where k is the cover-
age factor and kuc(xi) is referred to as "expand-
ed uncertainty," and depends on the assumed
confidence level.  In the case of a normal dis-
tribution, k = 2 implies a 95% confidence
level and k = 3 implies a 99% confidence
level.

Meanwhile, output frequencyνof the pri-
mary frequency standard is expressed by the

following equation.

whereν0 is a defined value, each xi is a fre-
quency shift variance (related, for example, to
magnetic field shift, second order Doppler
shift, resonator cavity frequency shift, black
body radiation shift, or shift in gravity poten-
tial).  For the details of individual shift factors,
see Reference[3].  Evaluating the accuracy of a
primary frequency standard is equivalent to
evaluating the frequency shifts of Eq.  (2) and
evaluating its uncertainty, u(xi).

Additionally, the frequencyν' of a lower-
rank standard, such as a secondary frequency
standard, is compared with that of a higher-
rank standard for evaluation.

Here m is the frequency comparison/meas-
urement result, and its uncertainty is com-
prised of u(ν) and u(m), the uncertainties of
the higher-rank standard and the measurement,
respectively.  If a frequency comparison link
such as the GPS common-view method is
employed, u(m) includes uncertainty attributa-
ble to the frequency comparison link, in addi-
tion to the uncertainty specific to the
employed frequency comparison/measurement
system.

2.2 Frequency instability
Reference[1]defines frequency instability

as follows.
Frequency instability: Spontaneous and/or

environmentally induced frequency change
within a given time interval.

In other words, frequency instability repre-
sents the degree to which the output frequency
of a frequency standard remains constant over
a given period of time.  Since in most time and
frequency applications the atomic frequency
standard is operated as a clock over a long
period of time, in order to assess frequency
instability a measure is required that can
express instability not only in the short term

Journal of the National Institute of Information and Communications Technology Vol.50 Nos.1/2   2003



11

but also over long periods―from several
months to a year or more.

There are two sources of frequency fluctu-
ations: noise and external disturbances affect-
ing the oscillator and measurement system.
Noise can be classified into five types, as
described later, in accordance with the various
mechanisms of noise generation.  Among
these types of noise, the classical variance of
frequency fluctuation  resulting from flicker
FM noise or random walk FM noise diverges
if these fluctuations are averaged over infinite
time.  Thus classical variance cannot be used
as the measure of frequency instability[4].
External disturbances come from sources such
as temperature and magnetic fields, and may
consist of periodic disturbances or long-term
drifts.  Frequency fluctuations differ according
to what is termed the frequency "fluctuation
factor." It may be possible to determine the
dominant fluctuation factors based on the
actual behavior of frequency fluctuation with-
in the applied system, thereby improving sys-
tem performance.

There are two indexes of frequency insta-
bility: one for frequency domain and the other
for time domain.  The index for frequency
domain represents frequency fluctuations in
the form of a power spectrum density indicat-
ing the intensity of slow or rapid frequency
fluctuation.  The index for time domain, in
turn, represents temporal frequency fluctua-
tions averaged overτseconds.  Each of these
indexes can be converted into the other
through a given conversion law.  The index for
frequency domain is suited for the expression
of rapid frequency changes (the Fourier fre-
quency, for example, at approximately 1 Hz or
more, with an averaging time of one second or
less), and is often used to express the purity of
the signal spectrum affected by additive  phase
noise.  In contrast, because the time domain
index is appropriate  to express frequency and
phase stability over relatively long time peri-
ods, it is often used in  time and frequency
standards field.  In principle, the number of
measurement points (N) should be sufficiently
large and the variance with respect to the

mean value of these points must be taken into
consideration when calculating the index for
time domain.  However, as described earlier,
there is a problem in that frequency fluctua-
tion due to flicker FM noise or random walk
FM noise diverges, as N→∞.  An established
solution to this problem is to calculate vari-
ances for a definite N and to then average
them over infinite time, to avoid divergence.
This method, in which N = 2, is referred to as
two-sample variance (or Allan variance) and
serves as the basis of stability of the time
domain index.

Frequency and phase fluctuations are basi-
cally random phenomena, expressed in terms
of statistical quantities.  These statistical
expressions of frequency or phase fluctuation
are described below, beginning with the
expression of the output signal V(t) of an
oscillator.

Here, V0 andν0 are nominal values of the
amplitude and frequency of the output signal,
respectively, andεandφexpress the amplitude
fluctuation and phase fluctuation, respectively.
If instantaneous phase valueΦ(t) is given by:

then instantaneous frequencyν(t) is given
by:

Because the signals dealt with in standard
time and frequency applications are very pure,
εandφ are therefore generally very small,
and the following can be assumed.

In the description below, the relative value
y(t), representing the frequency fluctuation
normalized by the nominal value, is used.

Additionally, time fluctuation x(t) is
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defined as follows:

The employed statistical quantity differs
depending on whether fluctuations y(t) and
x(t) are considered  in time or frequency
domain.  When they are considered along the
time axis, the variance or auto-correlation
function Ry(τ) is used as the basic quantity.  

Here < > expresses averaging over infinite
time.  On the other hand, when the fluctua-
tions are considered along the frequency axis,
the power spectrum density Sy( f ) is taken as
the basic quantity.  This is calculated by aver-
aging the squares of y(t, f,Δf ) obtained by
passing y(t) through a narrow ( f to f+Δf ) band-
pass filter and converting to a unit bandwidth.

As is well known, Ry(τ) and Sy( f ) are relat-
ed by Wiener-Khintchine's equation.

Here, Sy( f ) is a one-sided spectrum density
defined within 0≤ f≤∞.  Equations (9) and (10)
provide the relation between Sy( f ) and phase
and time fluctuations Sφ( f ) and Sx( f ) as fol-
lows.

The RF spectrum SRF( f ) is obtained by
observing the signals of Eq.  (4) with a spec-
trum analyzer.  When the requirements of Eqs.
(7) and (8) are fulfilled, this value is related
with Sφ( f ) and expressed below as a side-band
ratio L( f ) to carrier wave level C.

Sy( f ) can be expressed by a polynomial of
Fourier frequency f as follows.

In this equation,α= 2 indicates white PM
noise,α= 1 is flicker PM noise,α= 0 is white
FM noise,α=–1 is flicker FM noise, andα=
–2 is random walk noise.

White PM noise having the largestα
becomes dominant when f is sufficiently large.
This is caused by the additive noise that
always overlaps signals generated with the
oscillator.  The additive noise in the low-fre-
quency region of electromagnetic wave
(including microwaves) is thermal noise kT,
while it is quantum noise hν0 in the optical fre-
quency region.  The form of the power spec-
trum density is kTf 2/ν0

2 or hν0 f 2/ν0
2P depending

on individual noise properties[5], where P is
the output power of the oscillator,ν0 the oscil-
lator frequency, and h Planck's constant.

Flicker PM noise is produced by phase
modulation by flicker noise[4] due to the non-
linearity of circuit devices (those constituting
amplifiers, for example).

White FM noise is included in both active
and passive frequency standards.  Because
white FM noise is produced by disturbed
oscillation due to noise in the oscillator loop
within the oscillator (active standards), its
amplitude depends on the oscillator Q value,
which represents the sharpness of oscillation.
If the half-width of the oscillator spectrum is
Δν, then Q =ν0/Δν.  The power spectrum den-
sity[5] is given by kT/PQ2 in the microwave
standard (masers and the like) and hν0/PQ2 in
the optical-frequency standard (lasers and the
like).  In the microwave standards, since the
spectrum width of the atomic transition line
determines the loop bandwidth of the oscilla-
tor, Q is given as the spectrum Q of the atomic
transition line.  Meanwhile, in optical frequen-
cy standards, since the resonator Q is general-
ly larger than the spectrum Q of the atomic
transition line, the resonator Q determines the
loop bandwidth.  In the passive frequency
standard, white FM noise is produced, as the
frequency control loop is disturbed by noise
intrinsic to the detection of resonance.
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Flicker FM noise and random walk noise
are factors limiting the long-term stability of
all frequency standards.  These types of noise
are also present in quartz resonators, in which
the flicker noise level is proportional to 1/Q4,
where Q is resonator Q.  Flicker frequency
noise and random walk noise are also pro-
duced in electronic circuits and frequency
standards, depending on environmental condi-
tions[5].

In actual frequency measurement, instanta-
neous frequency y(t) is not measured, while
frequency ȳk (frequency averaged over fre-
quency counter gate time or phase measure-
ment averaging timeτ), is measured.

Variance s2 of time series data of ȳk, which
is obtained by N instances of measurement of
τ-second average frequency at measurement
intervals of T seconds, is an index represent-
ing the magnitude of fluctuation of ȳk.

Although the above equation expresses an
often-used classical unbiased variance, the
terms for flicker FM noise and random walk
noise diverge when averaged over infinite
time as N→∞, and the magnitude of variance
varies with measurement time and sampling
methods in measurement over a definite peri-
od of time.  Thus the above index is not an
appropriate index of signal frequency instabil-
ity.  This problem was studied in the 1960s by
Allan, Barnes, and others, and the variance
expressed by the following equation was
defined as a frequency instability index for
time domain.

Although Eq.  (19) is similar to Eq.  (20),
there is a fundamental difference between the
two.  Equation (19) assumes that the variance
averaged over infinite time is provided as N→
∞, whereas Eq.  (20) defines a sample vari-
ance for a definite time range NT and avoids
the divergence between flicker FM noise and
random walk noise by averaging them over
infinite time.  Particularly when T =τat N = 2,
the following simple equation (referred to as
the Allan variance or as two-sample variance)
is given.

Equations (21), (20), and (17) have certain
mathematical relationships, as shown in Table
1(*6), and each may be substituted in the others.
The Allan variance has proven extremely use-
ful and is now widely employed.

The frequency instability of a practical fre-
quency standard is affected by temperature
fluctuations, external noise, and external dis-
turbances, in addition to the abovementioned
noise.  For example, if the temperature of the
laboratory changes periodically due to the
effects of air conditioning, the oscillator fre-
quency may vary.  Now suppose that a hydro-
gen maser withτ-1/2 property operates in a lab-
oratory room and that room temperature
changes at intervals of Tm induces the maser
frequency fluctuation at intervals of Tm

through cavity pulling effect.  As a result, the
maser stability presents a pattern in which the
τ-1/2 curve features a bump at aroundτof Tm/2.
If such a pattern is recognized, frequency
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instability can be improved by reducing room-
temperature fluctuations or improving the
temperature properties of the maser itself.
Meanwhile, a simple calculation shows thatσy

(τ) is proportional toτif the output frequency
of the oscillator drifts with temperature.

While the Allan variance serves as a very
useful, widely adopted index, white PM noise
and flicker PM noise both featureτ-2 forms
and thus cannot be distinguished from each
other.  To solve this problem, a modified Allan
variance Modσy

2(τ) has been proposed[7].
This Modσy

2(τ) is defined as follows.

whereτ= nτ0 andτ0 is constant and n is
proportional toτ.  For white PM noise, Mod
σy

2(τ) is proportional toτ-2n-1.  On the other
hand, for flicker PM noise, it shows aτ-2 pat-
tern when n is sufficiently large, allowing
these two types of noise to be distinguished
from each other.

In addition, indexes referred to as the time
interval error (TIE) and the time variance have
in recent years begun to be applied.  This
paper will introduce only definitions of these
indexes below; please see Reference[8] for
more details.  Among other applications, the
TIE index is also used in synchronization in
digital communications networks, and is
defined as follows.

TIE indicates the extent of the time differ-
ence produced inτseconds when two oscilla-
tor signals having the same frequency and
time at t=0 are output.  The statistically
expected value of TIE is expressed by an
Allan variance as follows.

Time varianceσx
2(τ) is used as an index of

network performance and is defined as fol-
lows:

3  Conclusions

The time and frequency physical quantity
pair is the most basic element used to describe
natural phenomena.  In addition, because it
can be measured with far higher accuracy than
the other remaining physical quantities, time
and frequency plays a crucial role in many
areas of modern science and technology.  Con-
sequently, a large number of high-performance
time and frequency measurement devices are
now available.  This paper  has briefly
explained the basic concepts, accuracy and
frequency instability, which are required to
evaluate such measurement devices and the
results they produce.

Journal of the National Institute of Information and Communications Technology Vol.50 Nos.1/2   2003

References
1 Recommendation ITU-R TF.686-1 Glossary

2 International Organization for Standardization (ISO), "Guide to the expression of uncertainty in measure-

ment", Geneva, Switzerland, 1993.

3 T. Morikawa, "Cesium primary frequency standard and its frequency accuracy", Review of the Communica-

tions Research Laboratory, Time scales and Frequency Standards Special Issue, pp.27-35, Vol.45, No.1/2,

March/June 1999. ( in Japanese)



15MORIKAWA Takao

4 K. Yoshimura, Y. Koga, N. Oura, "Time and Frequency - Basics of Atomic clock/Structure of Atomic Time",

Institute of Electronics, Information and Communication Engineers, 1989. ( in Japanese)

5 J. Vanier, C. Audoin, "The Quantum Physics of Atomic Frequency Standards", p.232, Adam Hilger, Bristol

and Philadelphia, 1989.

6 J. A. Barnes, et al., "Characterization of frequency stability", IEEE Trans., IM-20, p.105, May 1971.

7 D. W. Allan and J. A. Barnes, "A modified Allan variance with increased oscillator characterization ability",

Proc. 35th Annu. Frequency Control Symposium, p.470, May 1981.

8 ITU-R Handbook, "Selection and Use of Precise Frequency and Time Systems", 1997.

MORIKAWA Takao 

Research Supervisor, Applied Research
and Standards Division




