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1  Introduction

One method of defining time is by count-
ing periodic events (events theoretically
regarded to occur at regular intervals).  Atom-
ic time is defined by measuring the periods of
the electromagnetic wave absorbed or emitted
by a specific atom under given conditions.
Atomic time, used to define the second, is the
most stable time scale currently available, and
forms the basis of global standard time[1].

The method or process by which atomic
time is defined is referred to as an algorithm
for the determination of atomic time.  As one
second is strictly defined by the transition fre-
quency of a cesium atom, it may seem that
atomic time is uniquely determined, leaving
no choice as to the selection of method.  How-
ever, this is not the case.  Actual atomic clocks
fluctuate from the ideal theoretical state, and
this fluctuation influences the output signal.
Therefore, a stable time scale must be con-
structed based on this real-world attribute of

atomic clocks.
If you prepare two commercial cesium

atomic clocks and compare the output signals,
the lengths of the second will not agree per-
fectly.  This is because magnetic environments
and electronic circuits differ from one atomic
clock to another and because commercial
atomic clocks are incapable of self-calibration.
In this case, which clock should we trust?

One cannot determine the correct time
using these two clocks alone.  Yet there is one
type of atomic clock that can determine its
own error: a primary frequency standard capa-
ble of self-calibration[2][3].  Other atomic
clocks find their error values by comparing
their times with those of primary frequency
standards or other standard times.

Yet even if an atomic clock is compared
regularly against a primary frequency standard
or another standard time value, how do we
maintain time between comparisons? We can
compare two or more clocks, and select the
value of the one showing the least fluctuation
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(the "master clock" method), or if we have
two or more atomic clocks with similar per-
formance, we can average their output signals
to obtain a time scale featuring less fluctuation
and higher reliability than any individual
clock.  This method is known as the "ensem-
ble clock" method and is particularly effective
with a large number of clocks.  A time scale
prepared in this way is known as an "average
time scale."

A primary frequency standard must occa-
sionally stop regular operation to perform self-
evaluation and is therefore unsuitable for
maintaining a continuous time.  Such a device
is instead generally used to calibrate average
time scales.

In the calculation of an average time scale,
several points must be taken into considera-
tion.  For example, the contributions of the
component clocks are weighted according to
performance, as an unstable clock will impair
overall stability.  How is this weighting
accomplished? How do you evaluate the per-
formance of the clocks? How do you suppress
the disturbance caused by the removal of one
or more component clocks due to malfunc-
tion? The ideal calculation method applied to
handle these problems will vary according to
the characteristics of the component atomic
clocks and the purpose of the time scale.  In
other words, the ideal algorithm for the deter-
mination of atomic time will change according
to the situation.

In Chapter 2, we explain the basic calcula-
tions of the ensemble clock method.  In Chap-
ter 3, we describe two typical algorithms: the
ALGOS(BIPM) algorithm, which determines
international atomic time (TAI) through a post
process, and the AT1(NIST) algorithm, a time
scale determined in real-time.  In Chapter 4,
we introduce the algorithm for the UTC(CRL)
generated by the Communications Research
Laboratory (CRL) and describe present prob-
lems and the methods of improvement.  We
refer to references[4][6] throughout this report,
to references[4][5] in Sections 3.1 and 3.2, and
to references[6][7] in Section 4.1, but will oth-
erwise omit individual citations.

2  Calculation method of average
time scale

2.1  Basic definition
Hereinafter, time is discussed in reference

to "ideal time," referring to a perfectly steady
time scale, and to the simple term "time,"
which refers to actual time, which is offset
from ideal time.  Ideal time is purely concep-
tual and cannot be obtained in actual calcula-
tions or measurement.  Below, hi is the time of
clock i, and TA is the average time scale.

The average time scale is theoretically
defined as follows (Fig.1 (a)):

Here, i is the index that identifies each
clock, and wi is the weighting of clock i.
When each clock is independent, the weighted
average (with optimum weighting) gives a
more stable time scale than any of the compo-
nent clocks alone.

In Equation (1), if clock 1 is removed at
point t0, time h1(t0) falls out of the calculation
entirely, causing significant time offset in the
summation result.  What is to be done in this
case? The purpose of Equation (1) is initially
to reduce fluctuation.  Therefore, it must be
sufficient to extract the fluctuations and aver-
age them alone.  Based on this premise, the
average time scale may be calculated with the
following expression:

In other words, subtract the predictable
variation h'i (t) of clock i from the actual time
hi(t) of the same clock, treat the difference as
the fluctuation, and average all fluctuations,
with weighting.  This procedure yields the
average time scale TA (Fig.1 (b)).  The weight
wi(t) and the predictable variation h'i (t) are
determined according to various models.  (See
Section 2.2.)

We cannot know the absolute value of hi(t)
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because the ideal reference time is unknow-
able.  In other words, we cannot calculate an
absolute value for TA(t) from Equation (2).
What we can calculate is the time difference xi

between clock i and the average time scale:

xi can be calculated from the time differ-
ence Xij between clocks i and j.  Xij is the only
value that can be measured and is used as data
in the TA calculation:

Equations (2), (3), and (4) yield the fol-
lowing simultaneous equations, which unique-
ly determine xi(t):

Equation (4) gives N-1 independent rela-
tions containing N clocks; thus, with Equation
(5), we have N equations.  The unknown
quantities are xi(t) for i = 1 to N, with N the
total number of clocks.  Therefore, xi(t) can be
determined uniquely from Equations (4) and
(5).  The explicit expression is as follows:

Generally, h'i (t) is predicted with a linear
expression:

Here, t0 is the last period at which xi is cal-
culated, xi(t0) is the time difference between
the time given by clock i and TA at t0, and y'i (t)
is the predicted drift rate (predicted frequency)
of clock i.  Note that the reference time for
y'i (t) is atomic time itself.  That is, the most
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reliable time scale TA serves as the reference.
This means that atomic time is determined in
reference to its own past, and if the calculation
of y'i (t) is inadequate, there is a danger of
divergence in the above calculation.

To summarize, calculating TA involves
calculating the time difference xi(t) between
each clock and the average time scale.  The
value xi(t) can be calculated from the time dif-
ference Xij(t) between the clocks, the epoch t0

at which the calculation was conducted, the
value xi(t0) calculated at t0, the weight wi(t) for
each clock, and the predicted frequency y'i (t)
for each clock.  As the time hi(t) is unknow-
able, the numerical value of TA(t) cannot be
obtained, but it is possible to calculate the
variation in TA(t).  In addition, time compari-
son with the TA of another station can define
local TA using their time difference.

2.2  Points to be considered in calcu-
lation

Here we must set forth two essential prem-
ises in any discussion of an algorithm of
ensemble atomic time:
1. The measurement errors of the time differ-
ence Xij between the clocks must be negligibly
small compared to the noise of the clocks.
2. Each clock must be independent, with no
correlation between measured time differences
between the clocks.

If these conditions are not satisfied, the
method described in Section 2-1 to calculate
the average time scale will not be valid.

The ideal algorithm changes according to
the type of time scale (standard frequency)
required.  For instance, is a real-time time
scale needed or is an ex post facto report suffi-
cient? What time interval of stability is
thought as important? These factors influence
the selection of the calculation interval and
prediction method for the given frequency.
For example, the measurement interval T must
be larger than the average time required to
suppress errors, and if a real-time time scale is
desired, T must be determined in light of this
requirement.  The frequency prediction
method depends on the characteristics of the

clocks and the interval of prediction.  Even
with a single clock, the noise that must be
taken into consideration changes with a
change in the calculation interval.  Following
are typical cases:
[1] When white frequency noise is dominant:
* With an averaging timeτof 1 to 10 days,
using a commercial cesium clock
* It is appropriate to take the predicted fre-
quency for a certain interval of durationτas
the average of the frequency values for the
past intervals of durationτ.
[2] When random walk frequency modulation
is dominant:
* With an averaging timeτof 20 to 70 days,
using a commercial cesium clock
* It is appropriate to take the predicted fre-
quency for a certain interval of durationτas
being equal to the last frequency value for the
immediately prior interval of durationτ.
[3] When linear drift is dominant:
*τis several days, using a hydrogen maser
frequency standard
* It is appropriate to take the predicted fre-
quency for a certain interval of durationτas
the value obtained by subtracting the drift
from the frequency value for the immediately
prior interval of durationτ.

The weighting of each clock is generally
given as the inverse of the frequency variance,
and if there are no constraints, the frequency
variance of TA is in principle smaller than the
variance of each clock.  When atomic time
itself is the reference time scale, a heavily
weighted clock will have a strong influence on
atomic time; as a result, the frequency vari-
ance of the clock will be underestimated, and
its weight will increase even more.  It is a
common practice to set an upper limit to the
weighting value in order to prevent such an
imbalance.  However, such a constraint could
conceivably impair stability.  Weighting is
assigned in various ways, according to the
types and number of clocks.  The detection
and handling of the abnormal behavior of
component ensemble clocks will also serve as
an important issue in actual operations.

With these points in mind, next we will dis-
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cuss two typical algorithms: ALGOS(BIPM)
and AT1(NIST).

3  Various algorithms

3.1  ALGOS(BIPM)
ALGOS(BIPM) is a calculation algorithm

for the time scale referred to as EAL, which
serves as the basis for TAI.  The EAL time
scale averages a large number of atomic
clocks throughout the world (now approxi-
mately 250).  TAI is obtained by the sum of
EAL and a frequency adjustment provided by
a primary frequency standard.  Taking EAL as
TA(t), the definition is as follows:

and the actual calculation is performed
with:

(See Section 2.1)
The data used are measured every five

days.  The TA calculation is performed every
30 days, and a 30-day interval is used in the
calculation.  The TA value for each five-day
period is calculated from the collected values
of the seven measured data sets obtained every
five days.

Here, t0 is the last day of the previous
interval, and is 30 days before t, t is the timing
for the TA calculation, and T is the calculation
interval.  Within the same interval, the predict-
ed frequency and weighting values are not
changed.

The predicted frequency y'i (t) of the pres-
ent interval [t0, t0+T] is unchanged from the
frequency y'i (t0) of the previous interval [t0－T,
t0].  This method is adopted because the main
noise of the cesium atomic clock is random
walk frequency modulation when the calcula-

tion interval is 30 days.  (See Section 2.2)

yi(t0) is the least mean square gradient
obtained from the 7 points of xi(t) in the previ-
ous interval [t0－T, t0].  In principle, it would be
best to calculate the predicted frequency using
yi(t0)={xi(t0+T)－xi(t0)}/T in the case of random
walk frequency modulation, but the risk of
abnormal prior data is so great that the least
mean square method is adopted.

Weighting in the present interval [t0, t0+T]
is calculated as follows:
[1] Obtain xi(t) of the present interval using
Equations (6) and (7), with the weighting of
the previous interval [t0－T, t0] and the predict-
ed frequency y'i (t0) of Equation (9).
[2] Calculate the frequency yi(t0+T) of the
present interval from the gradient of the least
mean square fitting for the obtained xi(t).
[3] Calculate the classical frequency variance
σi

2(12,T) for the past year from the frequencies
of the current and the past 11 intervals:

Here, k is the index that indicates the sec-
tion of interval, and yi

k is the frequency of
clock i in interval k.
[4] Calculate wi(t) from (σi

2(12,T):

The ensemble clocks that constitute TAI
can be classified into three categories: high-
performance HP5071A cesium clocks, hydro-
gen masers, and others.  Although the concen-
tration of weighting on a small number of
clocks presents problems, we want to ensure
that clocks with higher stability are weighted
as heavily as possible.  To satisfy this require-
ment, the definition of weighting has gone
through several changes and is now elaborated
as follows[8]:

Here, N is the number of clocks and A is
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an empirically determined constant.  From
Equations (11), (12), and (13), the threshold of
σi

2(12, T) to obtain the largest wmax becomes
smaller as the value for A becomes larger,
which gives only stable clocks maximum
weighting.  To differentiate the clocks, a larger
A is more desirable, but if it is too large, the
number of clocks that can receive maximum
weighting is reduced.  The balance between
these requirements determines the value of A.

To eliminate abnormal data from the
ensemble component clocks, the method
adopted here gives a weighting value of 0 if
the frequency yi(t0+T) of the present interval is
significantly different from the frequency
average < yi >11 of the past 11 intervals:

When the noise consists of random walk
frequency modulation, the 12-value variance
si

2(12,T) can be estimated from the variance 
σi

2(11,T) of the past 11 samples:

One of the features of ALGOS is that it is
based on the post process and can easily detect
abnormal data, compensating for the fact that
the constructed time scale (EAL, TAI) has no
real-time characteristics.  Since clock data
throughout the world is mainly compared
using the GPS common-view method, the
interval was set at 30 days, the number of days
required to average GPS common-view meas-
urement data.  As the accuracy of time com-
parison increases in the future, the calculation
interval will be reduced.  Because the variance
σi

2(12,T) used to determine weighting is calcu-
lated from all data for the previous year,
ALGOS offers an advantage in that it is not
easily influenced by seasonal fluctuation.

3.2   AT1(NIST)
AT1(NIST) is a real-time time scale that

consists of approximately 10 commercial
cesium clocks.  The definition is given by the
following equations:

and the actual calculation is performed
according to

(See Section 2.1)
The interval for measurement is 2hours,

and the interval for TA calculation is also 2
hours.  Accordingly, the interval of calculation
is also 2hours.  One item of measurement data
is used in the calculation, so the atomic time
of the present interval is calculated only from
the data relating to the immediately prior
interval:

The last calculation time t0 of the previous
interval is 2hours earlier, t is the timing of the
TA calculation, and T is the calculation inter-
val.  Weighting and predicted frequency are
updated at each interval (every 2hours).

The predicted frequency y'i (t) is calculated
by the average of the past and the present val-
ues, with exponential weighting.  y'i (t) is used
to calculate the following y'i (t+T):

When the main noise is either white and
random walk frequency modulation, mi is
obtained by the following equation:

τmin, i is the period in which each clock is
the most stable.

Weighting at time t is calculated from the
values in the previous interval:
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The constant Nτ is set between 20 and 30
days.  This reduces the influence of the past
value. εi is the difference between the predict-
ed and estimated time.  Ki is the correction
term added considering the correlation
between clock i and TA.  Ki is negligible when
the number of clocks is large but this term is
necessary when the number of clocks is small
(up to approximately 10 clocks).

AT1(NIST) does not record the absolute
values of the past frequencies; it looks only
for frequency variations.  This method is simi-
lar to that seen in the Allan variance.  Howev-
er, with this method, there is a possibility of
losing the long-term fluctuation information.
As it does not perform any recalculation or
additional calculations, the algorithm features
excellent real-time characteristics.  The adop-
tion of an exponential filter is effective in
reducing the number of accidents, but it can-
not eliminate long-term fluctuations such as
seasonal fluctuation.  To eliminate abnormal
data, this algorithm detects frequency steps
using a threshold equivalent to four times the
frequency noise (although this threshold is not
included in the above equations).

4  UTC(CRL)

In this chapter, we will introduce
UTC(CRL), the real-time atomic time of the
CRL.  The atomic time algorithm with a
cesium-clock ensemble was adopted in 1986,
and this time scale has been maintained with
no change to the calculation method.  Howev-
er, recent improvements in atomic clocks are
beginning to require modification to the algo-
rithm.  In Section 4.1, we will describe the
present method of calculation, and in Section
4.2, we will discuss its problems and

improvements to be made.

4.1  Present calculation method
UTC(CRL) is a real-time time scale that

calculates time using 12 commercial cesium
atomic clocks at the CRL Koganei Headquar-
ters.  The definition is expressed by the fol-
lowing equations:

and it is calculated using the following
expressions:

(See Section 2.1) The relationships between
the values are indicated in Fig.2.

The interval for measurement is 1 day, and
the TA calculation interval is also 1 day.  (In
fact, time differences between the clocks are
measured every 4 hours, but only the data at 0
h UTC is used in the calculation.) Thus let us
take 1 day as the interval.  The only data used
in the calculation is the single set of data for
the previous day.

The last calculated time t0 for the previous
interval is 1 day earlier, t is the timing of the
TA calculation, and T is the calculation inter-
val.  Weighting and predicted frequency are
updated every interval (every day).

The predicted frequency y'i (t) after 61 days
from the beginning of the calculation is calcu-
lated from the following definition:

Here, y10'i (t) is the rate for the 10 previous
days.
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The initial value for y'i (t) should be the rate
calculated from the data for the first 60 days.
In this equation, unless the rate for the 10 pre-

vious days deviates from the rate for the previ-
ous day by 1×10-12, y'i (t) continues to take the
same value as that of the previous day.  This
offers an advantage in that the rate cannot eas-
ily be influenced by abnormal fluctuation of
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the clocks, but there is also a disadvantage: the
latest fluctuations are not readily reflected in
the calculation.  With recent improvements in
the performance of atomic clocks, this method
is no longer ideal.  We will discuss modifica-
tion to the method in Section 4.2.

When determining weighting values, unbi-
ased clock variance[6] [7] is introduced in order
to avoid excess concentration on a specific
clock:

where pi is the Allan variance of xi(t) atτ
=10 days, wi(t0) in the matrix is the weighting
for the previous day, and zi is the unbiased
clock variance.

From Equation (3), atomic time TA(t) is
obtained as an actual signal by correcting the
output of clock hi(t) by the calculated value
xi(t).  However, we cannot artificially adjust
the frequency of the cesium atomic clocks, as
these clocks serve as the basis for the ensem-
ble calculation.  Thus, we modify the output
of the frequency adjuster corresponding to a
cesium clock and regard this adjusted output
as the signal TA(t).  Maintaining this signal to
trace UTC, we regard this signal as the actual
signal of UTC(CRL).  Denoting the output of
the frequency adjuster as hA(t) [as noted, this
value represents UTC(CRL)] and the time dif-
ference relative to the reference clock s as
XsA(t), TA(t) is expressed as:

Because TA is calculated and the frequen-
cy is adjusted once each day, a correction
value is given to maintain the present value
for hA(t) until the following day.  The frequen-
cy adjuster drifts in accordance with the rate
of its referred oscillator, cesium clock a; thus,
taking the adjustment value yadj(t) into consid-
eration as well, the output of the frequency

adjuster for the next day is expressed as fol-
lows:

Here, y'a(t) is the rate of clock a, and is cal-
culated from the 10 previous days.  The value
for yadj(t) is determined such that the value of
hA(t+T) in Equation (30) equals the value of
TA(t) in Equation (29):

In actual operation, we adjust the frequen-
cy whenever necessary using the UTC-
UTC(CRL) time-difference value included in
the Circular-T report published monthly by the
BIPM, in order to minimize time discrepan-
cies relative to the UTC.

Fig.3 shows the UTC-UTC(CRL) fluctua-
tion in 2001 and 2002.  The details of concrete
generating system of UTC (CRL) are dis-
cussed in article 5.2 of this special issue.

4.2  Improvements to UTC (CRL)
One of the problems with the present

UTC(CRL) is that the atomic time drifts sig-
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nificantly when a clock is removed from the
ensemble.  For example, in 2002, there was a
drift due to the failure of Clock 21 (Fig.3).
This drift occurs because the rate calculation
method is no longer applicable in practice.
Although the atomic time is calculated by:

if y'i (t) does not adequately express the rate
of each clock, the error hi(t)－h'i (t) correspon-
ding to the actual time difference between the
clocks and the predicted value increases.
When such a clock with a significant error is
removed from the ensemble calculation, a sig-
nificant effect is produced in TA.  In the pres-
ent method of rate calculation, any fluctuation
equal to or less than 10-12 is not reflected in the
calculation; thus frequency errors of a magni-
tude close to 10-12 may accumulate daily in the
worst case (see Section 4.1).

In the past, when clock performance was
lower than it is today, the present method
(which is not easily influenced by the fluctua-
tion of individual clocks) was effective in
minimizing the risk of error.  However, the
performance and reliability of atomic clocks
have recently improved, and it therefore
appears advisable to employ a calculation
method that more accurately reflects clock
fluctuation.

For trial operation, we prepared an RTA30
test time scale using the rate for the past 30
days y30'i (t)＝{xi(t)－xi(t－30T)}/30T instead
of the present y'i (t), and examined the effect of

clock removal.  Fig.4 shows the results of the
simulation.  The drift caused by the clock
removal is clearly less with RTA30 than with
UTC(CRL).  Similar tests were conducted
using rates for the past 10 days and for the
past 60 days, but the results for the past 30
days are the best.  This is probably because
the frequency stability of a cesium clock is
greatest at approximately 30 days.

Another problem is seen in the short-term
stability of UTC(CRL).  UTC(CRL) consists
of the output of the frequency adjuster, and the
adjustment value is calculated daily using
Equation (31).  Fig.5 shows the difference
between the frequency adjustment value and
the value for the previous day.  Fluctuations
exceeding 1×10-13 sometimes appear.  As the
frequency stability of a cesium clock is
approximately 3×10-14 for a one day interval,
we want to maintain the daily frequency
adjustment value below this threshold.

According to Equation (31), the frequency
adjustment value yadj is determined as the sum
of three components: the measured time dif-
ference XsA between the reference clock s and
the frequency adjuster output [UTC(CRL)],
the calculated time difference xsA, and the rate
y'a (t) of the referred oscillator clock of the fre-
quency adjuster.  We separated these three
components and examined their individual
fluctuations.  The results show that the main
cause of the dispersion was the measured time
difference XsA.  As we employed a single
measurement of 1 pps for XsA without averag-
ing, it is probable that measurement errors and
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short-term instability are directly reflected in
the calculation.  However, replacing the meas-
urement instrument or the measurement
method has a significant effect on the entire
system.  As an alternative method, we calcu-
lated a daily representative data point by least
mean square fitting of all measured data (total
of 6 data points with measurement every 4
hours) and applied this value in the place of
the present value, but the results show little
improvement.  Six data points are probably
insufficient.  It is not appropriate to increase
the number of days in least mean square fit-
ting due to the nature of the noise involved;
nor have we been able to improve results
through modification of the simulation.

When we observe Fig.5 closely, we see
that yadj has a tendency to alternate between
positive and negative values from day to day.
This indicates that the present yadj is adjusted
excessively.  When we decrease the frequency
adjustment value to half of the present value,
the frequency fluctuation is suppressed
(Fig.6).  As the time difference from UTC
remains approximately the same as with the
present adjustment value, we have concluded
that this method is effective in practice.

The short- and medium-term stability of
the time scale with these two improvements
(modification of rate calculation method and
revision of the frequency adjustment value) is
examined.  The frequency stability relative to
the hydrogen maser is calculated for the three
time scales: present UTC(CRL), the RTA_y30

time scale (with improved rate calculation
method only), and the RTA_y30_adj/2 time
scale with 1/2 yadj added to RTA_y30 (Fig.7).
The stability of RTA_y30 is better than the
present UTC(CRL) for all intervals from Day
1 to Day 8.  This is probably due to the reduc-
tion in the predicted error resulting from the
modification of the rate calculation method.
The daily frequency stability shows improve-
ment for RTA_y30_adj/2 compared to
RTA_y30, but no difference in results is seen
after 1 day.  As the change in the adjustment
value yadj should improve only daily instability,
with no effect on other intervals, this result is
appropriate.

The time scale with these two improve-
ments has been in operation for the stand-by
system since April 2003, and will soon be
applied to the active system [9].

5  Summary

The ensemble clock method can produce a
virtual clock with better stability than avail-
able even with the most stable single clock.
Under the two typical algorithms,
ALGOS(BIPM) and AT1(NIST), the basic
premises for the construction of a time scale,
are the same.  That is, the average time scale
is calculated by averaging two or more
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weighted atomic clocks.  In the course of the
calculation, the drift rate of each clock relative
to atomic time is eliminated beforehand, and
the remaining fluctuation is subject to weight-
ed averaging.  The reference time is the aver-
age time scale itself, which is the most stable
one, and the process is necessary in which the
calculation is performed in reference to the
average time scale itself.  Thus, this method
presents risks of divergence and imbalance;
appropriate care should be taken.  This type of
calculation method has also been adopted by
other standardization organizations.  Never-
theless, algorithms other than those we have
described are available, such as the algorithm
in which the weighting calculation is different
for short and long periods, or the algorithm
that employs the Kalman filter.  Such algo-
rithms are not addressed in this report.

The optimal calculation method in practice
will vary depending on the type and the num-
ber of atomic clocks, on whether or not a real-
time component is necessary, and on which
time span requires the greatest stability.  Dif-
ferent organizations have applied different
methods with respect to the measurement
interval for time difference data, the time
interval for calculating atomic time, the length
of the rate calculation interval, the method of
calculation of this interval, and the weighting
method.  For example, the real-time UTC
(CRL) time scale adopts a calculation method
similar to that of AT1 (NIST), but with an

original method of weighting calculation.
Further, for a time scale providing standard
time, reliability is as important as quality.  For
example, the elimination or suppression of the
effects of accidents are significant issues.
Depending on the purpose, a method featuring
lower risk of error at the time of accidents
may be a wiser choice, even if some quality
might be sacrificed.  There is no single correct
answer in the determination of the most appro-
priate algorithm; each method must be select-
ed based on the applicable conditions or pur-
poses.

We have maintained stable operation of
UTC(CRL) for 20 years without major modi-
fications to the established calculation algo-
rithm.  However, in the long course of opera-
tions, several problems have become clear.
For this report, we have explored the causes of
these problems, proposed methods for
improvements, and tested their effectiveness.
These improvements will soon be implement-
ed, in conjunction with the preparation of a
new system to generate UTC(CRL).  Devel-
opment of this system will involve the intro-
duction of a hydrogen maser to improve short-
term stability; this will require modification of
the present algorithm.  Various simulations are
currently underway, as part of our efforts to
advance the required research and to ensure
the soonest practical application of the revised
system.
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