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1  Introduction

With the availability of high-performance
off-the-shelf computers and high-speed wide-
area networks, large-scale distributed comput-
ing environments are growing at an amazing
speed. These environments enable massive
computations to be performed using a large
number of computers connected over WAN
(Wide Area Networks). This form of distrib-
uted computing (grid computing) dynamically
involves a number of heterogeneous comput-
ing resources (e.g., CPU, memory, storage,
application program, data, and so on.) connect-
ed by heterogeneous network resources across
geographically dispersed organizations［1］［2］.
The fundamental challenge for grid computing

is to achieve a good performance from multi-
ple distributed applications that share limited
and heterogeneous computing and network
resources (e.g., in terms of the completion
time for each independent application and/or
set of related applications). Large amounts of
data are now being handled by distributed
applications and the time required to transmit
data is increasing, which has a significant
effect on the performance of an application.
Effective share of network resources is there-
fore critical.

There is considerable work on traffic engi-
neering to improve the utilization of network
resources. To name a few, Elwalid et al. pro-
posed a decentralized method to balance flows
over multiple paths based on the traffic load of
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the paths obtained by active end-to-end mea-
surement along the paths［3］. Guven et al. pro-
posed that routers re-balance flows over multi-
ple paths with the information collected by a
measurement device which passively measured
loss and available bandwidth of connected
links［4］. Although both suggested re-balancing
traffic over multiple paths in terms of the net-
work utilization, there is little insight on to
improve the application performance. they nei-
ther considered the traffic patterns generated
by various applications nor the application-
level performance.

As focusing on improving the application
performance, Kawahara proposed equalizing
throughput of TCP connections established in a
path in terms of improvement of the total per-
formance of data transmitted among those con-
nections, e.g., by reducing the time of file trans-
mission［5］. However, the requirements of the
network resources assigned to applications are
diverse, e.g., some application may require a
broadband path, and others may a low end-to-
end delay one with narrow bandwidth instead.

Another direction of related work focuses
on improving the application-level perfor-
mance. Rao proposed a method based on esti-
mating delay regression to achieve low end-to-
end delays for message transmissions by using
two paths for distributed computing applica-
tions［6］. This method does not allow for the
fact that the application-level performance is
influenced by both the delay and available
bandwidth of the selected path. Thus, the
method may unnecessarily assign a short-delay
path to an application which rather requires a
broadband path. Aida and Osumi illustrated the
case study on improving the performance of a
master-worker application, which was grouped
into a work flow process (described in Section
2), by localizing the communication frequently
occurred, into a PC cluster or a single PC to
reduce the communication influenced by a long
delay［7］. Plaat et al. investigated the impact of
a limited bandwidth and a long delay on the
application-level performance for 6 applica-
tions, and suggested how to optimize the algo-
rithms of them to weaken the sensitivity of

application performance to a limited bandwidth
and a latency and, thus, to improve their perfor-
mance under the limited network resource con-
ditions［8］. They mostly focus on optimizing the
task allocation to reduce the effect of state of
network resources on the distributed computing
applications. However, in the case that multiple
applications simultaneously run in a dedicated
network, they neither consider influence of the
traffic generated by each application on the
other applications nor how to share the limited
network resources among them to obtain the
better performance in total.

Let us suppose that we could determine the
network-related properties of various applica-
tions in advance based on either a test run or
the first run in a series of repeated runs. There
are two aspects to the network-related proper-
ties of an application i.e., how the performance
of individual applications is affected by the
state of the network resources and, conversely,
how traffic generated by individual applica-
tions affects the state of the network resources.
A scenario in which the network-related prop-
erties of applications are taken into account
might enable these distributed applications to
be scheduled to share the network resources on
an internal-network more effectively as well as
the computing resources at the end-nodes. To
address this issue, therefore, we investigated
whether some applications show specific per-
formance characteristics in relation to the net-
work. We focus on the sensitivity of some typi-
cal distributed applications in terms of comple-
tion time under different network resource con-
ditions. The results show a non-trivial tension
between the performance of an application and
the network resource conditions, which can be
utilized to achieve more effective sharing of
the network resources, allowing multiple appli-
cations to be executed in parallel.

2  Distribute computing applica-
tions

In this paper, we use four distributed com-
puting applications which display distinct traf-
fic features, as follows.
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• N Queen
solves the placement of N Queens on an N
by N grid such that none of them shares a
common row, column or diagonal. 

• Jigsaw Puzzle
solves a jigsaw puzzle problem for com-
puters, which comes originally from Prob-
lem C in the 2001 ACM International Col-
lege Programming Contest, Asia Prelimi-
naries in Hakodate［9］. The problem is
expanded to take the rotation and size of a
piece into account.

• LU Decomposition
is one of the programs in the NAS Parallel
Benchmarks［10］for solving a lower trian-
gular matrix, L, and an upper triangular
matrix, U, composing an N by N matrix, A
(= LU).

• Task Scheduling
is a task scheduling program that deals
with standard task graph archives［11］. The
algorithm assigns a task to a computer that
has sufficient available memory in the
order of a priority given to a task belong-
ing to a task flow that takes longer to be
processed.

N Queen, Jigsaw Puzzle, and LU Decom-
position are classified as task-framing pro-
grams in terms of type of distributed comput-
ing. Task Scheduling is classified as a work
flow program［12］. In the task-framing process,
a master distributes the tasks that make up the
target problem among a farm of multiple slave
processors and gathers the partial results to
produce the final result of the computation.
Generally, communication between the master
and slaves involves huge transfers of data. In
work flow processing, the target problem is
divided up into multiple pipelined stages
and/or steps and various amounts of data are
asynchronously exchanged between pairs of
processors.

3  Experimental environment

We used the network configuration shown
in Figure 1 for the experiments described in

this paper.
The distributed processing for each appli-

cation described in Section 2 was performed
on computers PC1 through PC4 starting from
PC1. All the computers had the following
basic features: Xeon 3.06 GHz CPU, 2 GBytes
memory, Intel (R) PRO/1000 NIC and PCI-X
bus. The speed of all links was 1 Gbit/s.

For the task-framing applications, the mas-
ter process ran on PC1, and the slave process-
es ran on all the computers including PC1. A
network emulator［13］was used to insert laten-
cy and to shape a bottleneck link in packet for-
warding between two switches. Measurements
were performed by capturing all the packets
sent to or received from each of the comput-
ers. The average round-trip times (RTTs) were
0.141 ms and 0.331 ms between PC1 and PC2,
and between PC1 and PC3, respectively, with-
out any latency inserted.

4  Analysis of communication fea-
tures

We investigated the features of the appli-
cation traffic, e.g., the amount of transferred
data, fluctuations in throughput and the flow
composing the application traffic.

Table 1 shows the total amount of trans-
mitted data, average throughput, and comple-
tion time for the individual applications. The
transmitted data and throughput were mea-
sured at PC3 when an application was run
with the sufficient network resources, where
the average RTTs were 0.114 and 0.331 ms
and the bandwidth of links was 1 Gbit/s. The
values in the table are the average of 20 exper-

Fig.1 Network Configuration.
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iments.
All applications take longer to complete

their processing and transmit larger amounts
of data as the scale of the problems becomes
larger. The relationship between the amount of
transmitted data and the completion time
greatly differ depending on the application.
For N Queen, the large scale of problem
increases both the amount of data and the
completion time by 6 times. Jigsaw Puzzle
shows a 10-fold increase in completion time
while the data increases significantly by more
than 1000 times. The completion time for
Task Scheduling scarcely changes while the
amount of data is increased by 1.5 times. For
LU Decomposition, in contrast to the other
applications, the average throughput decreases
by half when the completion time and amount
of transmitted data are increased by 5 and 3
times, respectively. The completion time for
Jigsaw Puzzle and Task Scheduling are less
affected by an increased amount of data, prob-
ably because the average throughput increases
to convey larger amounts of data.

Note that in the following experiments, we
present the results of using the 16×16 grids
for N Queen, 36 x 36 pieces for Jigsaw Puz-
zle, 102×102 matrix for LU Decomposition,
and 500 tasks for Task Scheduling because the

alternative cases tended to produce quite simi-
lar results to those.

Figure 2 shows the fluctuations in the 10-
ms-average throughput of data transmitted
to/from PC3 for one instance of the 20 experi-
ments described in Table 1. Note that both
PC2 and PC4 show a similar traffic pattern to
PC3 for all the applications. However, the pat-
terns between applications were completely
different. N Queen sends a huge amount of
data from the slave to the master (outgoing
from PC3) near to the end of the process. Jig-
saw Puzzle continuously exchanges data at a
stable rate, 5 and 10 Mbit/s throughout pro-
cessing. LU Decomposition also exchanges
data continuously, but its throughput behaves
in an on-off manner, and varies within a short
period. Task Scheduling intermittently
exchanges large amounts of data throughout
processing.

Figure 3 shows the cumulative probability
of the throughput of each application for one
instance of the 20 experiments. For each
application, the distributions of incoming and
outgoing traffic are similar. For N Queen,
there is no traffic or less than 1 Kbit/s for
more than 95 % of the processing time. And
the second most frequent rate of throughput is
near maximum. For Jigsaw Puzzle, the peak

Table 1 Feature of traffic to/from PC3.
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values are about 5 Mbit/s for incoming traffic
and about 10 Mbit/s for outgoing. For LU
Decomposition, for both incoming and outgo-
ing traffic, about half of the throughput is less
than 1 Kbit/s and the rest varies. Task Sched-
uling produces a variety of levels of through-
put, with more than 40% of it being between
20 and 50 Mbit/s.

We also analyzed the feature of flows con-
sisting of traffic generated by each of the
applications. All the applications use only
TCP for task communication. We therefore
defined a flow as a set of packets transmitted
via a TCP connection by direction, beginning
with a SYN flag and terminating with a FIN
flag. Multiple TCP connections were often

established in parallel as a result of the pro-
cessing taking place in each application.

Figure 4 shows the amount of transferred
data and duration of each of the flows for N
Queen and Task Scheduling for one instance
of the 20 experiments, respectively. Jigsaw
Puzzle and LU Decomposition show similar
features to those of N Queen, as described in
Figure 4 (a) and which presumably relates to
the fact that those applications are all catego-
rized as task-framing types.

There is a much smaller number of flows
for N Queen than Task Scheduling. Some
flows last for less than 10 ms, some for about
10 s, and others from start to finish. The long-
lived flows transmit various amounts of data

Fig.2 Fluctuation of throughput in each of applications. X-axis is the elapsed time in seconds
after that the application starts. Throughput of 10-ms average is on y-axis. Positive values
on y-axis indicate traffic incoming to PC3 while negative values indicate outgoing traffic.

Fig.3 Cumulative probability of throughput for each application.
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from 100 bytes to more than 100 Mbytes. The
huge amount of data transferred by N Queen
must be carried by these long-lived flows.

As shown in Figure 4 (b), there are a large
number of flows of varying duration for Task
Scheduling, which transmits various amounts
of data.

From the analyses of application traffic
features, we found the follows that:
• applications show distinct traffic patterns,

and,
• although individual applications respond to

increase their completion time in the case of
large scale of problems to be solved, their
traffic fluctuations are similar among the
simple and complex problems.

In addition, from the traffic pattern of each
application, we expect that N Queen achieves
the good application-level performance when
its data is transmitted through a sufficiently
large bandwidth path even if there is a large
RTT with the path, that Jigsaw Puzzle slightly
affects the other application traffic when its
traffic is multiplexed with other applications
because of its low throughput, that, converse-
ly, LU Decomposition significantly effects on
the other application traffic in case of multi-
plexing, because its on-off traffic pattern, and
that Task Scheduling shows the effectiveness
of traffic multiplexing because of its intermit-

tent traffic pattern.

5  Influences of network properties
on application-level perfor-
mance

To clarify the effect of the network proper-
ties on the application-level performance, we
examined the characteristics of the completion
time for each application by imposing either a
long RTT, or a bottleneck link with a narrow
bandwidth.

5.1  Impact of large round-trip time
We investigated the influence of a long

RTT on the completion time for each applica-
tion running on PC1 through PC4, as
described in Figure 1. In our experiments, 1 to
32 ms latencies were inserted into traffic pass-
ing the bottleneck link both ways using the
network emulator shown in Figure 1. The link
bandwidth was configured to a value of 1
Gbit/s so that the focus was on the impact of
the RTT on the performance of the applica-
tions. TCP socket buffers of 16 and 128 KB in
length were used in N Queen and Jigsaw Puz-
zle, 128 and 1024 KB in LU Decomposition,
and 64 and 256 KB in Task Scheduling. Fig-
ure 5 shows the completion time for each
application influenced by the RTT. The com-
pletion times are normalized by the times

Fig.4 The duration and amount of transmitted data in each flow generated in N Queen and
Task Scheduling. Line is boundary of plots and is equivalent to 1 Gbit/s.
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obtained when these is no latency. Each com-
pletion time is the average of the results of 20
experiments.

We found that the characteristics of the
completion time for both N Queen and Jigsaw
Puzzle were almost the same in the case of
both the 16 and 128 KB TCP socket buffers.
The results for using a 128 KB socket buffer
are therefore omitted from Figure 5.

For all the applications, the application-
level performance deteriorates as the RTT
increases. For LU Decomposition and Task
Scheduling, the large socket buffer is very
effective in reducing the completion time,
probably because the average size of the TCP
sending window is equal to the product of the
average throughput and the RTT in successive

sending of large amounts of data. In the fol-
lowing experiments we therefore used 1024
KB and 256 KB socket buffer for LU Decom-
position and Task Scheduling, respectively. N
Queen and LU Decomposition are still influ-
enced by the RTTs despite the use of large
socket buffers. And Jigsaw Puzzle is not influ-
enced by the RTTs even though it does not use
large socket buffer. To try to determine the
cause of these differences, we analyzed the
interval between consecutive packets and the
total amounts of transmitted data.

Figure 6 (a) and (b) show the distribution
of intervals between consecutive packets in
flows generated between PC1 and PC3 for N
Queen, Jigsaw Puzzle, respectively. The
results for LU Decomposition are omitted
because LU Decomposition showed the
change of the distribution of packet intervals,
similar to that of N Queen.

For N Queen (a), the distribution of packet
intervals in the case of a short RTT (0.331 ms)
shows that almost all the intervals are less
than the RTT. This implies that almost all the
packets are sent in succession. The packet
intervals show two peak values for, one at
about 0.012 ms corresponding to back-to-back
data packets of 1500 bytes (more than 70 % of
intervals), and the other at about 0.1 ms. In the
case of a large RTT (32.3 ms), the number of
intervals in the most bursty case (i.e., back-to-
back packets) decreases to 60 % and the inter-
vals near the RTT increase instead. This shift

Fig.5 Completion time influenced by RTT.
Application-level performance
deteriorates as RTT increases

Fig.6 Distribution of inter-packet gaps in flows generated by N Queen and Jigsaw Puzzle.
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indicates that a long RTT prevents rapid
expansion of the sending window, resulting in
a decrease in the throughput.

For Jigsaw Puzzle (b), the distribution of
intervals also shows two peak values. One,
which accounts for more than 40 %, is roughly
close to the interval between back-to-back
packets of 1500 bytes (0.012 ms), and the
other is roughly close to the RTT (0.331 ms)
for sending packets interactively. In the case
of a 32.3-ms RTT, the data is still transmitted
in a bursty manner, while the peak value cor-
responding to an RTT of 0.331 ms moves to a
new RTT of 32.3 ms. The reason that Jigsaw
Puzzle does not take so long to complete its
processing when the RTT increases although
this interactive communication is influenced
by a large RTT may be because the total
amount of data transmitted decreases as the
RTT increases, as shown in Table 2.

The information on the sensitivity of
application performance to a long RTT will be
useful in selecting the appropriate path for dif-
ferent applications in multi-path environ-
ments.

5.2  Impact of limiting the bandwidth
of the bottleneck link

We investigated the influence of limiting
the bandwidth of the bottleneck link on the
completion time of each application running
on PC1 through PC4, as described in Figure 1.
In the experiments, the bandwidth of the bot-
tleneck link was varied from 80 Kbit/s to 1
Gbit/s using the network emulator in Figure 1.
The RTT was the original short value without
any additional latency so that the focus was on
the impact of bandwidth restriction on the

application performance.
Figure 7 shows that the completion time

remained roughly the same (less than 1.1),
even if the bandwidth is reduced before reach-
ing a threshold (a gradual deterioration thresh-
old) for the individual applications. Further-
more, the completion time increases abruptly,
exceeding 1.5 if the bandwidth is reduced
after reaching a threshold (a severe deteriora-
tion threshold) for each application. Table 3
shows the rangs of both gradual and severe
deterioration threshold.

Table 2 Amount of transmitted data in applications influenced by various round-trip times.

Fig.7 Completion time influenced by nar-
row bottleneck link.

Table 3 Bottleneck bandwidths at which
completion time is deteriorated
gradually or severely.
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The information on the thresholds for lim-
iting bandwidths will be useful in determining
how limited amounts of network bandwidths
should be allocated to various applications.

6  Conclusion

We investigated the network-related prop-
erties of some typical distributed applications,
focusing on the influence of application traffic
on the condition of network resources and,
conversely, that of the condition of network
resources on application-level performance.

We first analyzed the characteristics of
traffic generated by applications classified as
either task-framing or the work-flow types of
distributed processing. We found that all the
applications increased their completion time
and the amounts of transmitted data as the
scale of problems became larger while the
relationship between the amount of transmit-
ted data and the completion time depended
heavily on the application.

We next analyzed how the performance of

each application was affected by the condition
of the network resources. It was found that the
sensitivities of the completion time to the RTT
and the bottleneck link bandwidth differed
strongly depending on the application. Note
that the availability of a large window in a
TCP connection could mitigate the perfor-
mance degradation caused by a long RTT in
an application sending large amounts of data
in succession.

Our goal is to develop an application-
aware method of allocating network resources
using the information on the network-related
properties of different applications. Through
the analyses, we conclude that
• the traffic engineering based on application-

level performance is efficient, and
• the information on the impact of network

conditions on application-level performance
and the impact of application traffic on net-
work conditions is vital for efficient traffic
engineering with different network proper-
ties.
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