4-2 QoS Control Method for Large Scale
Data Transfer in DataGrid Applications
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Many people works about Grid service technology recently. It is difficult to adopt private cir-
cuit as wide area link for many users in Grid service environment. It is helpful for scheduler of
Grid that data transfer reserves bandwidth in pipeline processing applications. On the other
hand, data size of Grid has increased enormously. Large scale data transfer with bandwidth
reservation should be bottleneck. Therefore, it is useful to increase numbers of data transfer
within same network resource. We propose QoS control method for large data transfer over Diff-

serv network.
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1 Infroduction

In recent years, Grid studies have formed
the focus of a range of researchers, particular-
ly those affiliated with various standards
bodies[1]. As Grid services can be used with
simple web interfaces, we can soon expect to
see a rapid increase in the number of new
users. On the other hand, service costs remain
an important consideration in such an environ-
ment; for this reason, it is impractical to use
the high-speed dedicated networks adopted for
Grid environments in the past, as with Optl-
Puter(2]. It is therefore essential that we devel-
op technology for application to general-pur-
pose IP networks, technology that will
improve the efficiency of use of the computa-
tional resources of calculation service
providers as well as improve the overall oper-
ational efficiency of applications.

Grids currently process enormous amounts
of data, with some applications handling sev-
eral hundred megabytes of data at a time. The
performance of these applications depends on
data transmission through wide-area networks.
For pipeline processing of such large amounts

of data, the most effective technique involves
performing calculations concurrently with
transfer of data being performed in the back-
ground. Efficient processing of larger blocks
of data in these types of application requires
guaranteed file-transfer performance. Howev-
er, in such cases, bandwidth shortage limits
the number of files that can be processed
simultaneously. To address this problem, we
have proposed a method based on the Diffserv
minimum bandwidth guarantee technique(3].
This article discusses the proposed method
and the results of evaluations using simulation
software[4].

2 Conventional methods and
associated problems

When attempting to guarantee perfor-
mance for file transfer within a Grid, failures
in bandwidth reservation often cause re-sched-
uling of jobs and processing delays. Thus,
requests for bandwidth reservation in file
transfer must be accepted to the fullest extent
possible.
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2.1 Fixed bandwidth allocation
method

The method of transferring data within a
contracted bandwidth using the EF (Expedited
Forwarding) service(s] of Diffservis] or CBQ
(Class-Based Queuing) [7] cannot provide
throughput exceeding the contracted band-
width. Thus, in situations such as that indicat-
ed in Fig.1, the bandwidth reservation request
of Flow 2 fails (call loss). However, it is com-
mon to assign large throughput to data trans-
fer, as in GridFTP(8], so that the probability of
such failures is high.

Bandwidth
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2.2 Method of minimum bandwidth
guarantee

Next, we will examine a method that
applies a minimum bandwidth guarantee(9]
for each file transfer. With this method, each
session can secure throughput exceeding the
contracted amount when the network is not
congested. Thus, contracted bandwidth
decreases and call-loss probability is reduced
relative to the fixed bandwidth method. How-
ever, this alternative method does not com-
pletely eliminate the possibility of call loss in
cases similar to Flow 2 in Fig.1.

3 QoS control method for large-
scale file tfransfer

First, we will investigate the QoS (Quality
of Service) to be provided for file transfer in a
distributed computation environment. If the
quality assurance request for a newly generat-
ed file transfer is denied, there will be undesir-
able results: for example, the processing time

of the job to which the file transfer is assigned
(the call) will increase or the job may be re-
allocated to a location of reserve capacity
within the network resources.

The QoS provided by the network may be
specified using three indexes: jitter, delay, and
packet-loss rate. However, unlike constructing
a dedicated network, here the route cannot be
specified in an ordinary ISP environment, and
thus the QoS contract itself specifies the band-
width.

Here, when specifying the bandwidth for
file transfer, the protocol and the file size are
known, thus this specification is nearly equiv-
alent to the specification of the expected
(desired) completion time for the file transfer.
Further, a file transfer generates non-interac-
tive traffic, so that the file transfer contracted
with guaranteed throughput for each flow does
not require constant bandwidth during the
duration of the flow. The guaranteed QoS
need only satisfy the conditions on average
during the duration of the flow.

Given the above, the bandwidth contracted
with a job in the early stages is considered the
target throughput. If the system can accept a
greater number of bandwidth reservation
requests, using total bandwidth effectively,
while at the same time securing the target
throughput, the total computational resources
will also be used more effectively, including
available CPU resources.

3.1 Proposed method

We have proposed a method in which the
throughput of each individual flow is guaran-
teed and the bandwidth contracted at the start
of the call is reviewed as the file transfer pro-
gresses, using the minimum bandwidth guar-
antee service (Assured Forwarding service, or

AF) of Diffserv. This method is designed to

provide the following advantages:

* Minimum bandwidth is guaranteed for each
flow to improve efficiency in the use of the
routes.

* Required bandwidth is reduced to create
empty bandwidth, increasing the possibility
that a new call will be accepted.
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Figure 2 shows the relationship between
the throughput of the TCP (Transmission Con-
trol Protocol) flow of data transferred under
this method and the contracted bandwidth.
This method calculates the bandwidth neces-
sary to achieve the user-specified throughput
and then applies the calculated value to exe-
cute the contract with the minimum bandwidth
guarantee service. Here, the expected comple-
tion time is calculated as well as the contract-
ed bandwidth using the characteristics of TCP.
Next, after the fixed-length data is transmitted,
the bandwidth to be contracted is re-calculated
from the amount of remaining data to be trans-
mitted and the expected completion time.

‘/throghput of TCP

decrease reservation bandwidth
according to throughput
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\#le}”4 Data fransfer under the proposed
method

If the network is not congested, the
throughput of data transfer is higher than the
target throughput, so that the bandwidth to be
contracted is smaller than the current value.
Only when the bandwidth to be contracted is
smaller than the current contract is contract
the updated to increase empty bandwidth.
Here, even when the throughput of data trans-
fer is lower than the target value (in the case
of an extremely congested network, for exam-
ple), the contracted bandwidth is not
increased. This is to prevent bandwidth reser-
vation failure in the attempt to increase band-
width during data transfer.

This method uses the minimum bandwidth
guarantee service and modifies the contract
only when reducing the bandwidth. As a result
of these characteristics, the individual termi-
nals do not need to interrupt the data transfer
to signal the bandwidth contract or to synchro-
nize actions with the other terminals. Thus,
implementation is easy, and scalability is

secured relatively simply.

3.2 Estimation of contracted band-
width from target throughput

The proposed method requires calculation
of both the bandwidth to be contracted and the
expected completion time for the data transfer
based on the target throughput. Thus, here we
will discuss contracted bandwidth in an AF
environment with TCP throughput. (See Ref-
erence[10] for a more detailed discussion.)

When TCP detects a packet loss, it halves
the window size and then increases the win-
dow size by 1 packet per RTT (Round Trip
Time). Thus, as long as packet losses are not
repeated and packets are not lost within the
contracted bandwidth, the window size
changes as shown in Fig.3. In Diffserv AF, the
marking is based on the throughput value
averaged over a certain period. Thus, even if
the throughput exceeds the contracted band-
width, this does not immediately signify RED
(Random Early Detection). For this reason,
the peak of TCP throughput when a packet
loss occurs is equivalent to or greater than the
contracted bandwidth. Thus the relationship
between TCP throughput, S, and contracted
bandwidth, B, can be expressed as S = 3B/4 in
an environment in which TCP operates in the
congestion-avoidance phase and the contract
is maintained within the AF service.

Next, we will consider a case in which this
relationship does not hold. This situation
occurs when file size is small compared to the
target throughput or when TCP frequently
switches to the slow-start phase from the con-
gestion-avoidance phase due to repeated pack-
et loss (even though the file may be of suffi-
cient size). However, given that this method
targets applications that transfer many files of
several hundred megabytes or larger, we
expect that such a situation will occur only
rarely. Thus, the contracted bandwidth is set at
4/3 of the target throughput in the current
algorithm.
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4 Evaluations

We performed NS2 simulations and evalu-
ated the performance of the proposed method
using the following parameters.

(1) Call-loss probability: The probability that
the bandwidth reservation request of a
newly generated file transfer (session) will
fail

(2) Throughput: The amount of data actually
transmitted per unit time in the total flow

(3) Expired flow: The probability that the tar-
get throughput set at the start of the flow
will not be achieved
Here, the following two methods may be

compared with the proposed method.

(A) Simple EF: A method that contracts band-
width for every file transfer and executes
each transfer with shaping at the edge so
that the file transfer does not exceed the
contracted bandwidth

(B) Simple AF: A method that contracts the
necessary bandwidth with Diffserv AF for
every independent file transfer and main-
tains the bandwidth contract unchanged
until the end of the file transfer

4.1 Evaluation model
Figure 4 shows the evaluation model used

in this study. Here, the parameters are as fol-

lows.

(1) Probability of file transfer occurrence:
Poisson process

(2) File size: Pareto distribution with an aver-
age of 100 Mbytes

(3) Initial bandwidth requested by the file
transfer: Uniform distribution between 1
Mbps and the maximum throughput

(4) Other items: In each file transfer, band-
width is reviewed after every 20 Mbytes of
transmission.

(5) Background traffic: Two cases are exam-
ined: one with no traffic and one with
Pareto distribution at a maximum of 1
Gbps.
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4.2 Scenario 1

Here we evaluate the method under a sce-
nario in which TCP Reno is used for the file
transfer. The horizontal axis of each graph
represents the probability of the file transfer.
(1) Call loss probability

Figures 5 and 6 show the call loss proba-
bility with and without the background traffic,
respectively. In the proposed method, each
flow reduces the bandwidth it uses according
to the available throughput even when the load
is high, so that the system accepts new flows
and the probability of call loss decreases.

(2) Throughput

Figures 7 and 8 show the total throughput
with and without background traffic, respec-
tively. The proposed method shows better per-
formance relative to the other methods in both
figures. This is because the proposed method
features low call-loss probability even when
the load is high, so that the system accepts
more flows and consequently transfers more
data.

(3) Expired flow

Table 1 shows the proportion of through-
put requested by the flow that is not provided.
All methods show approximately the same
value, regardless of the probability of success-
ful file transfer.

Simple EF always fails to fulfill the con-
tract by approximately 1%. This is because
file size is small compared to the requested
bandwidth. On the other hand, the proposed
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ile])[=01}| Proportion of throughput below
requested value

Background traffic

Method None Pareto CBR

distribution

Simple EF |Approximately|Approximately]Approximately|

1% 1% 1%
Simple AF 0% A pproximately|]A pproximately]
0.5% 0.5%
Proposed 0% A pproximately]A pproximately]
method 0.5% 0.5%

4.3 Scenario 2

This evaluation is based on the use of
GridFTP and other software, and automatic
adjustment of TCP window size according to a
double or triple throughput scenario. The
remaining conditions are the same as those of
Scenario 1. Figures 9 and 10 show the call-
loss probability, and Figures 11 and 12 show
the total throughput. For both of these quanti-
ties, the proposed method and Simple AF dif-
fer only minimally when the throughput is
tripled. This is because the number of TCP
flows in the system is small, while TCP
throughput and reserved bandwidth are large.
When a large number of packets are generated
with a small number of TCP flows, the proba-
bility of loss increases, and throughput
decreases as a result. This works against the
advantages of the proposed method.

Next, Table 2 shows the probability of the
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measured throughput falling below the
requested throughput. For both doubled and
tripled throughput, the proposed method
shows performance equivalent to or better
than that of the other methods.

Simple EF*3--eerr
Simple AF*3=s=s===
Proposed*3

02

Call loss probability

. . . .
0 1 2 3 4 5
Number of flows (flows/min)

\Zlel[1] Call-loss probability (tripled
throughput)

80 ; .
Simple EF*2--------
Simple AF*2==s=sx
Proposed*2

qof Proposedz——
ofF

50

40

Throughput (Mbps)

30

20 -

1 1 1 1 1 1 1
[ 1 2 3 4 5 6 7 8
Number of flows (flows/min)

Zlel EE Total throughput (doubled
throughput)

80

T T
Simple EF*3:sesee
Simple AF*3====-==
20l Proposed'3

60 [

50

40+

Throughput (Mbps)

30

20

L L L L L L L
0 1 2 3 4 5 6 7 8
Number of flows (flows/min)

Fig.12 Toffol throughput (tripled through-
put)

96 Journal of the National Institute of Information and Communications Technology Vol.52 Nos.3/4 2005



ile]0)[237)| Proportion of throughput below
requested value

Throughput per flow
Method Doubled Tripled
Simple EF | Approximately 1% | Approximately 1%
Simple AF 0.5 % or less Below 0.8 %
Pareto 0.5 % or less Below approximately
distribution 0.8 %

These results point to the necessity of
combining methods so as to increase data-
transfer throughput when using TCP for data
transfer in an environment with few simulta-
neous TCP flows in the bottleneck link.

6 Conclusions

This study proposed a QoS control method
for Grid applications involving large-scale file
transfer, and evaluated the proposed method
via simulations. When standard TCP was
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