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1  Introduction

Studies on optical packet switches, mainly
initiated in the 1990s for optical ATM (Asyn-
chronous Transfer Mode) switches, are still
underway, targeting applications in Internet
technologies. The scope of applications for
optical switches have gradually come to center
on high-speed transmission of optical packets
through the creation of a closed-domain opti-
cal label switch network under the IP (Internet
Protocol) network, in a manner similar to
MPLS (Multi-Protocol Label Switching). In
itself, this architecture is not significantly dif-
ferent from systems using optical ATM
switches in IP over ATM networks. The main
difference lies in the fact that while ATM han-
dles 53-byte “synchronous fixed-length pack-
ets”, the present switch handles 40-1,500-byte
“asynchronous variable-length packets”,
aimed at Internet applications such as MPLS
and IP networks. Furthermore, the target
throughput has also been changed from the
initial >10 Gbps level to the present goal of
>10 Tbps.

This paper will describe an overview and
the architectural technology of optical packet
switches having a target throughput of
>10 Tbps and applications of these switches to

the Internet environment described above.
Performance requirements for the architectural
technology and trends in the control technolo-
gies for optical packet switches will also be
discussed. Part of this paper is introduced in
more detail in［1］. For more details on the rele-
vant optical technologies, readers are referred
to［2］.

2  Optical packet switches and
performance requirements

2.1  Functions of optical packet
switches

First, we will describe the functions of
optical packet switches. As shown in Fig. 1,
packet switches have five main functions:
switching, buffering, forwarding (label
lookup), buffer management (contention reso-
lution), and routing. The focus of the present
paper is on asynchronous variable-length
packet processing, and so a discussion of syn-
chronous functions is basically unnecessary.

Switching (the details are provided in Sec-
tion 2.2) and buffering (Section 2.3) functions
have been studied in implementation technolo-
gies in optical systems. This is due to the fact
that the advantages of optical systems can be
exploited to their fullest extent at higher pay-
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load speeds with optical packet switches, since
these do not require access to payloads at
intermediate nodes. In contrast, improving
payload speeds for all-electronic packet
switches require internal buses with higher
speeds and faster memory access, resulting in
increased cost.

The popularly adopted method of label
lookup consists of conventional electronic pro-
cessing, which checks the packet label against
a table of labels retained in memory［3］-［5］.
However, such methods require processing on
multiple processors at channel rates of 40-
160 Gbps. Since the number of packet arrivals
is dependent on channel rates and not on the
label-processing speed, a method is currently
being investigated for instant label lookup
using an optical system［6］-［8］. With this and
similar techniques, label lookup is performed
while the optical signal is in transmission, and
so parallel processing is not required. Howev-
er, at present, multiple optical systems are
required to process large volumes of labels,
raising the pressing issue of equipment size.

Since optical systems are not suited for
buffer management and routing—the former
requires logical arithmetic and the latter
demands both logical arithmetic and memo-
ry—the adoption of electronic processing sys-
tems suited to the order of time required (in
which buffer management is on the order of
several tens of nanoseconds and routing
involves scales of several seconds) is believed
to offer a realistic solution. However, process-

ing in this case must be designed to enable full
exploitation of the characteristics of optical
systems.

2.2  Switching system and perfor-
mance requirements

The three major architectures of switching
systems are as follows.
(1) A method that switches between an input

channel and an output channel using opti-
cal space switches［5］

(2) Architecture with optical couplers (split-
ters) and optical gates［4］［7］: Signals at
each input port are split into a number N of
signals with optical gates allocated for
each. For each output, only one gate is
allowed to open, thereby creating a strict-
sense non-blocking switch .

(3) Architecture with wavelength converters
and AWGR (Arrayed Waveguide Grating
Router)［3］: For example, a system consist-
ing of N DEMUX/MUXs, NW tunable
wavelength converters (TWC) and fixed
wavelength converters, and NW×NW
AWGRs, when N is the number of fibers
connected to switches and W is the number
of multiplexed wavelengths of the fiber.
Using a TWC that can convert a signal into
any of NW wavelengths, it is possible to
create a strict-sense non-blocking switch.
Architectures formed from combinations

of the above are also possible. At NICT
(National Institute of Information and Com-
munications Technology), development and
validation experiments are underway for
architectures of types (1) and (2)［7］.

The creation of switches on increased
scales require increased conversion band-
widths in wavelength converters, an increased
number of demultiplexed wavelengths for the
AWGR, reduced power loss in optical gates
and switches, and increased scale of the opti-
cal switches. For example, for a strict-sense
non-blocking switch architecture having
10 Tbps throughput connected to 64 channels
(ports) with a channel rate of 160 Gbps, the
scale of the optical switch required is 1×64
and the wavelength conversion bandwidth is

Fig.1 Internal functions of dedicated-out-
put-buffer optical packet switches.
Arrows show the flow of control
information and data.
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12.8 THz (102.4 nm). This wavelength con-
version bandwidth is calculated on the
assumption that 64 wavelengths are necessary
for AWGR input/output when a single port
consists of a wavelength of 160 Gbps (at
200 GHz).

To minimize the guard time (minimum
packet interval) and increase channel utiliza-
tion, it is also important to cut the switching
times required for wavelength conversion and
optical switching. For example, the channel
utilization when transmitting a 46-byte IP
packet over a 64B/66B-modulated 10-Gigabit
Ethernet (physical speed of 10.3125 Gbps) is
approximately 53% (calculated based on the
assumption that the preamble, Ethernet frame,
and IFG (inter-frame gap) are 8, 64, and
12 bytes, respectively). For a packet with
1,500 bytes, the utilization is 94%, and for the
average length packet of 250 bytes derived
from［9］, utilization is approximately 84%. To
achieve equivalent channel utilization when
using optical packet switches with channel
rate of 40 Gbps, the guard times must be
reduced below 7.6, 16.7, and 8.9 nanoseconds,
respectively (Fig. 2). Therefore, in order to
take advantage of the increased channel rate,
the guard time—in other words, the switching
times required for wavelength conversion and
optical switching—must be reduced to the
nanosecond order or lower.

2.3  Optical-fiber delay line buffering
and contention resolution control

The essential difference between conven-
tional electronically controlled packet switch-

es and optical packet switches is whether or
not the switch is of the “store-and-forward” or
the “progressive” type. Electronic packet
switches store data in memory (RAM) before
contention resolution and header processing.
Since no optical memories are presently avail-
able, optical buffers consist of progressive
optical fiber delay lines (FDL). Generally
speaking there are three types of optical FDL
buffers (referred to below simply as “optical
buffers”), as described below, in addition to a
number of additional, similar types.
(1) Optical switches and FDL［5］［7］［8］
(2) Optical couplers, FDL and optical gates
(3) Wavelength converters, AWGR and FDL

The piece on the left in Fig. 3 shows an
example of a 4-input 1-output optical buffer
consisting of an optical switch and FDL of
different lengths (which are proportional to
unit length D) that allows a selection from
among four types of delays. While a
rearrangeable non-blocking optical switch will
suffice for synchronous fixed-length packet
switching, asynchronous variable-length pack-
et switching requires a strictly non-blocking
switch.

Some discussion of buffer size is in order
at this point. Presently, if costs are not a factor,
it is easy to create buffers with retention
capacities of nearly 10,000 packets using
semiconductor memory. In contrast, optical
packet switches that rely on optical fiber delay
lines cannot be expected to offer similar
capacities. This was the major obstacle to the
realization and study of optical buffers. How-
ever, in recent years, some researchers have

Fig.2 Utilization of mapping IP packet on Ethernet frame (left) and switching time required for
equivalent utilization under the same packet length conditions (right)
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come to the opinion that optical buffers may
only need to retain 20 or so packets, provided
that assistance is available from upper layers
of the network［10］. The view has also
emerged that only several tens of delay lines
are necessary to handle packets in practice,
based on the load and average packet loss
probability obtained simply from ITU-T rec-
ommendations and statistical data［11］. There-
fore, it was decided that optical buffers with
such capacities could be developed as a start,
in view of actual application.

It should be noted that there are two logi-
cal-level problems in optical buffer architec-
ture. One is the deterioration in channel uti-
lization and packet loss probability perfor-
mance, caused by the provision of delay times
solely for discrete values (0, D, 2D, …); this is
the problem of large granularity. The second
problem lies in the difficulty of performing
interrupt processing such as HOL (Head-of-
Line) Priority Queuing.

Below is an actual example of the first
problem. Appropriate delay lines are selected
for packets arriving from different paths (Fig.
3, left) by buffer management units so that
packets do not collide with one another at
switching or output. The upper and lower
images in the right side of Fig. 3 show the
positions of packets A, B, and C relative to the
output port when the packets are sent to delay
lines d0, d2, and d3. Since the optical buffer
only provides discrete delay values, a void is
created between two successive packets. This
void results in deterioration in channel utiliza-

tion and packet loss probability.
Furthermore, since the optical buffer has

no memory, it will have to feature a function
to process a number of packets equal to the
number of channels (within the time required
to process packets of the minimum packet
lengths) in order to be able to handle packets
arriving both simultaneously and successively
from multiple ports. In other words, this will
mean that the processing speed of this func-
tion will determine the channel rate and num-
ber of channels of the packet switch. Thus, to
achieve a 64-port 10-Tbps optical-packet
switch with a channel rate of 160 Gbps and
the ability to handle a minimum packet length
of 64 bytes, the switch must be able to process
(i.e. to select delay lines for) 64 packets in
3.2 nanoseconds.

Past studies have shown that wavelength
conversion is effective in contention control,
and that packet loss by wavelength conversion
may be improved by increasing the number of
wavelengths. However, we must note that the
number of wavelengths that may be used is
dependent on the number of wavelengths han-
dled by the adjacent node. As reported by
numerous studies in the past, wavelength con-
version becomes particularly effective when
combined with the use of delay line buffers.

3  Trends in optical packet switch-
ing technology

In this chapter, we will first describe the
technology behind optical packet switch archi-

Fig.3 (Left) Optical-fiber delay line buffer; (Right) An example delay line allocation that avoids
contention at switching or output after arrival of the packet shown on the left
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tecture and present an example of prototype
development; we will then summarize present
trends in electronic processing technologies.
The optical technologies of individual elements
are described in more detail in［1］and［2］(in
the present issue).

3.1  Switch architecture
The target of research and development of

optical packet switches at NICT consists of
the dedicated-output-buffer type N×N packet
switches shown in the left part of Fig. 4 (cor-
responding to the case of N = 4). In the figure,
the label switch includes the forwarding and
switching functions that were presented in
Fig. 1, and the buffer includes the buffer man-
agement and buffering functions also shown
in Fig. 1. The routing function in Fig. 1 was
omitted since it did not affect our decision in
selecting the present architecture. Other exist-
ing types of switch architectures include the
input-buffer, shared-feedback-buffer (Fig. 4,
right), and shared-output-buffer architectures.
Below, we will explain why NICT selected the
dedicated-output-buffer architecture.

Compared to input-buffer architecture,
output-buffer architecture displays superior
delay and throughput characteristics due to the
absence of HOL (head of line) blocking. How-
ever, this architecture has the disadvantage of
requiring a switch with a bus speed N times
higher than that of the input-buffer architec-
ture, rendering implementation difficult. In
order to avoid the HOL blocking problem, an

MIQ (multiple input queue) is under consider-
ation, which can yield logical performance
equivalent to that of output-buffer architec-
ture. However, as can be seen from the image
on the left-hand side of Fig. 4, the architecture
of the optical packet switch in our study is
basically a bundle of N 1×N switches, mean-
ing that there are N channels for a single out-
put port. The resulting performance is equiva-
lent to that achieved using a switch having a
bus speed that is N times greater. To avoid
contention at the output port, the MIQ requires
an (output) arbitration function. The arbitra-
tion function here assumes the use of a memo-
ry buffer on the input side, and so may not be
applicable to cases in which optical fiber delay
line buffers are used.

The dedicated-output-buffer architecture is
considered superior to shared-output-buffer
and shared-feedback-buffer architectures for a
number of reasons. First, the dedicated-output-
buffer architecture allows fully independent
control of the switch and the buffer parts. To
be more precise, the process for determining
the output port needs only to be performed
once at the switch part, allowing full use of
the advantages of high-speed optical label pro-
cessing. Second, the output port will be
uniquely determined once the data is sent to
the buffer, thus eliminating any possibility of
switching to multiple ports from the buffer.
This means that buffer control can be per-
formed independently for each output port,
allowing for high-speed buffer control. When

Fig.4 (Left) Architecture of a dedicated-output-buffer optical packet switch (control blocks are
present independently within the label switch and buffer); (Right) Architecture of a
shared-feedback-buffer optical packet switch
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buffer control speed can be completely
ignored (i.e., when control time = 0), the
shared buffer architecture can yield equivalent
performance with fewer buffer resources.
However, under the present circumstances, the
dedicated-output-buffer architecture with N
ports and B delay lines for the buffer produces
a buffer management method NB times faster
than the shared buffer architecture［12］. Addi-
tionally, the dedicated-output-buffer architec-
ture only requires several small-scale switches
(such as 1×N, N×B, or 1×B), while the
shared buffer architecture requires relatively
large switches [such as (N+B)×(N+B)], as
seen in the right part of Fig. 4.

Based on the above considerations, NICT
has, as mentioned earlier, decided to focus its
efforts on developing an architecture embody-
ing the output-buffer method. A number of
attempts have been made to develop optical
packet switches with 2.4-Gbps or 10-Gbps-
based optical buffers［3］［4］. A more recent
example of such development efforts involved
a 40-Gbps-based optical buffer［5］. In 2002,
NICT succeeded in developing an optical
packet switch featuring optical label process-
ing and an optical buffer for a channel rate of
40 Gbps［7］, and in 2005, further succeeded in
the development of an optical packet switch
for a channel rate of 160-Gbps by modifying
the optical-label and optical-buffer processing
methods［8］.

3.2  Trends in buffer control systems
It is believed that conventional IP and

ATM address/label processing techniques may
be directly applied to electronic label process-
ing of optical packet switches, and to the best
of the authors’ knowledge, there have been no
reports concerning unique electronic
address/label processing techniques proposed
specifically for optical packet processing.

Accordingly, from this point on in this sec-
tion we will mainly deal with trends in buffer
management (scheduling).

Generally, studies on buffer management
can be grouped broadly into three categories.
(1) Increasing the buffer utilization, which

may be further divided into three types.
(a) Increasing link utilization by reducing

voids (Example:［13］)
(b) Increasing fiber utilization through the

introduction of wavelength conversion
[Example:［14］.［15］ is an example of
both (a) and (b)]

(c) Optimization of optical buffer length
(granularity) (Example［16］)

(2) Development of high-speed processing
techniques

(3) Priority queuing
The section below will summarize the cur-

rent trends in high-speed processing tech-
niques and priority queuing.
• High-speed processing techniques

As discussed in the case of electronic
routers, increased speeds in contention resolu-
tions are essential to the improvement of
throughput performance. The authors have
introduced a parallel pipeline architecture con-
sisting of multiple, regularly aligned proces-
sors (Fig. 5) for buffer management. In this
architecture, a contention resolution method
only uses a single step per processor [time
complexity O(1) per processor], even when
packets arrive simultaneously from all the N
ports［12］［17］. Pipeline processing in this case
consists of a finite (log2 N +1) step [time com-
plexity for algorithm for N packets = O(log N)].
In Fig. 5, processors and registers are repre-
sented by circles and squares, respectively.
Since queue updating is reduced to once per
unit processing time (corresponding to the
minimum packet length), this method can
yield a throughput N times larger than simple
round-robin processing of O(N) times per unit
processing time. The effectiveness of this
method is at once evident when one remem-
bers that the time complexity for Void Filling
is given by an increasing function of the num-
ber of Voids V [time complexity O(V)], and
that the buffer-control algorithm for a shared-
feedback-buffer architecture is given by an
increasing function of the number of delay
lines B within the buffer [time complexity
O(B)] to handle a packet. On the other hand,
this method requires the use of multiple
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processors, and so it is essential to examine
the hardware, particularly with respect to cir-
cuit scale. It has been confirmed that the pre-
sent method is capable of supporting buffer
management of a 40-Gbps-based eight-port
optical packet switch having a minimum opti-
cal packet processing size of 64 bytes, based
on gate-level simulation using a 0.22 μm
FPGA (Field Programmable Gate Array). Fur-
ther, this method is also capable of supporting
buffer management of 40-Gbps-based 128-
port (5.12 Tbps) packet switching, based on
logic-cell level estimation of the 0.13 μm
FPGA. Hardware that may be implemented in
a 160-Gbps-based NICT optical packet switch
prototype［8］ is also under development,
although designed for a synchronous fixed-
length switch targeting a different packet
length. The present method is capable of pro-
viding priority queuing［18］ and fairness
control［12］with extended architecture.

• Priority queuing
For cases in which sufficient packet loss

performance cannot be provided (due, for
example, to restrictions in the number of delay
lines for the optical buffer), it is possible to
enhance performance with packets of a certain
class by carrying out priority queuing (i.e.,
quality differentiation). In［19］, the Threshold
Dropping (TD) method is applied to the opti-
cal buffers, using as threshold values the
wavelength conversion value and number of

delay lines available for use (this method is
synonymous with PBS, or Partial Buffer Shar-
ing). NICT has confirmed that the PBSO (PBS
with Overwriting) method, an extended form
of PBS that performs priority queuing using
only buffers, offers higher performance rela-
tive to the simple PBS method［20］［21］. Paral-
lel PBS, an extended form of the above paral-
lel pipeline method, can perform compatible
high-speed control and priority queuing［18］.

4  Concluding remarks

This paper has presented an overview and
discussed the architectural technology of opti-
cal packet switches targeting >10 Tbps
throughput, and also addressed the application
of these switches to the Internet environment.
We described the performance requirements of
each element, as well as trends in the develop-
ment of control technologies.

In the future, it will be necessary to devel-
op more scalable, more compact, and lower-
power models of each component technology
for the optical packet switch, in order to pro-
vide for actual implementation in an Internet
environment. Furthermore, a number of points
concerning network architecture must also be
examined, as follows.

Interface for optical packets and upper-
layer packets (such as IP packets): For exam-
ple, methods for forming 160-Gbps optical
packets from the 10-Gbps IP packets. In［22］, a

Fig.5 Overview of parallel and pipeline processing architecture for high-speed buffer management
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method has been proposed to create optical
packets by adding the channel rates to total
160 Gbps using DWDM technology.

Routing: Although optical packet switch-
ing in independent networks such as the
MPLS is fairly easy, such networks are diffi-
cult to grow. In order to ensure the widespread
implementation of optical packet switching, it

is important to develop systems in which opti-
cal packet switches may be used in connection
with other types of switching nodes—for
example, to develop control technologies such
as routing methods［1］that allow for the use of
optical packet switch with IP routers, one of
the most representative types of switching
nodes.
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