
1  Introduction

The importance of lexical systematization
The goals of this research are to automati-

cally acquire system of Japanese lexical con-
cepts from a corpus and to demonstrate the
effectiveness of the lexical relations thus
extracted for use in applications such as infor-
mation retrieval.

Dictionaries systematizing lexical seman-
tic relations form a very important foundation
for the extraction of needed information, mak-
ing use of efficient induction by computer.
Specifically, a dictionary structuring lexical
semantic relations is one that structures a wide
range of information such as similarity rela-
tions and hierarchical relations between words,
relations between parts and the whole, and
ownership relations. Armed with this sort of

information, it becomes possible to use a given
word as a clue to discover related words. For
example, the word “automobile” is related to
the following types of information:

Hypernym relation: vehicle, etc.
Hyponym relation: 

compact car, full-sized car, standard car
Further hyponym relations: 

Toyota, Nissan, BMW, etc.
Similarity relations: 

train, bicycle, airplane, boat, etc.
Part relations: 

tires, steering wheel, engine, doors, etc.
Given the presence of the foregoing types

of information, when a person says “I want to
buy a car” we can imagine candidates in
hyponym relations to “car” concerning what
the speaker may wish to purchase. Likewise,
when somebody says “How about going by
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car?” we can think of other means of trans-
portation in similarity relations to “car”, by
thinking “Wouldn’t another means of trans-
portation be better?” Further, when a person
says “My car broke down” we can naturally
wonder which part might have broken.

Being able to structure the semantic rela-
tions between words in this way is a crucial
basic capacity for computers, just as this abili-
ty is fundamental to efficient induction by
human beings.
What is a thesaurus?

A thesaurus refers to a dictionary that sys-
tematizes the relations between the meanings
or concepts of words.

Semantic relations aren’t limited to nouns;
verbs and adjectives bear these relations as
well. For example, “red” and “white” can be
grouped together in a similarity relation by
their shared nature as colors, while “big” and
“small” can be grouped together in a similarity
relation by their shared nature as sizes.

In general, groups defined in terms of
comprehension (i.e., with natures shared
among their constituent members) are referred
to as concepts, while those defined in terms of
extension (i.e., as groups of their constituent
members) are referred to as categories［1］. 

In defining red and white by their shared
nature, we can consider color to be a concept.
Likewise, for big and small size can be con-
sidered a concept. Viewed another way, red
and white can be considered categories of
color and big and small categories of size.

A thesaurus, which systematizes relations
between concepts such as color and size using
taxonomic relations (taxonomy), is used in
computer processing that handles words not as
superficial strings of text but by using their
meanings.
Thesauri to date

Large-scale thesauri have already been
constructed in the field of natural-language
processing. Examples include dictionaries
such as the EDR Electronic Dictionary dictio-
naries distributed by NICT, the Word List by
Semantic Principles from the National Insti-
tute for Japanese Language, and NTT’s Nihon-

go Goi Taikei.
These thesauri, which serve to structure

Japanese-language lexicons, have been con-
structed by a number of people over several
years. As they grew larger they came to
include some questionable content, requiring
verification and correction. However, with the
exception of relatively simple errors that can
be corrected automatically, in their current
state it is not possible to make modifications,
corrections, or other changes involving the
structures of the thesauri themselves.
Our research

Language-processing technologies have
advanced in recent years with the increasing
ability to access large volumes of usable text
data. Accordingly, we are now experimenting
with automatic conceptual systematization
using actual texts. The ability to extract con-
ceptual systems automatically from actual
large-scale text data would in theory enable
verification of large-scale thesauri traditional-
ly created by hand and to consider sections
requiring correction and similar issues. Fur-
ther, the refinement of methods of automatic
extraction from a corpus would enable the
extraction of linguistic knowledge from unfa-
miliar large-scale compilations of data as well.
For example, it would even be possible to
automatically construct thesauri of specialized
terms — structuralizing such terms in fields
such as medicine, the life sciences, law, and
patents, fields in which the demand for such
thesauri are increasing every year. We believe
that constructing thesauri of such terms could
assist in extracting needed information from
large-scale electronic documents in these and
other specialized fields. Our current experi-
ments examine applications in the area of
medical terminology.

2  Self-organizing map in a 
neural-network model, 
adopting directed measures 
of similarity

We are currently examining full conceptu-
al structuring based on adjectival concepts



35KANZAKI Kyoko et al.

extracted from text, for the purpose of verify-
ing existing linguistic resources consisting of
thesauri constructed by hand. This structuring
method makes use of self-organizing maps
(SOMs)［2］to extract a thesaurus automatical-
ly from a large-scale corpora. In other words,
using the examples given above, we are
attempting to extract from a corpus the hyper-
nym concept “color” for the adjectives “red”
and “white” and the hypernym concept “size”
for “large” and “small” and then automatically
structuring terms such as color and size that
express the adjectival concepts. In describing
the formulas used in this approach, for conve-
nience the adjectival concepts such as color
and size extracted from the data are referred to
simply as “words”.

Under our approach, in encoding the data
input to the SOMs, we first calculate similari-
ty measures to derive directionality — such as
the hypernym-hyponym relations — with
respect to the semantic distances between two
words. As a result, self-organization on the
maps distributes not just similarity relations
between concepts but also hypernym-
hyponym relations.

2.1  Input data
In order to extract from a corpus abstract

nouns that can be used to categorize adjectives,
we searched the corpus for semantic relations
between nouns used to categorize adjectives
and collected data on these nouns［3］［4］. The
approach we took was to use the sentence pat-
tern “X toiu Y”, a pattern by which X catego-
rizes Y［5］, as a hint in extracting from the cor-
pus patterns in which X was the adjective and
Y the abstract noun. From this data, to some
degree we chose corresponding adjectives and
nouns by hand.

As concept names for adjectives, we
extracted abstract nouns Y from Mainichi
Shimbun newspaper articles for the two-year
period 1994 to 1995. We searched for sample
usages of adjectives and adjective verbs co-
occurring with the abstract nouns from
11 years’ worth of Mainichi Shimbun articles,
10 years of Nihon Keizai Shimbun articles,

seven years of Nikkei Sangyo Shimbun, Nikkei
Kinyu Shimbun, and Nikkei Ryutsu Shimbun
articles, 14 years of Yomiuri Shimbun articles,
and 100 essays and 100 novels.

We extracted 365 abstract nouns and
10,525 different adjectives, from a grand total
of 35,173 extracted words. The largest number
of co-occurrences was 1,594, involving situa-
tional words. Sample data is shown below.

[Ex.]
Thoughts : Happy, fun, sad, etc.
Feelings : Fun, happy, joyful, etc.
Perspectives : Medical, historical, scien-

tific, etc.

2.2  Encoding the input data 
We encoded the data input to the SOMs［6］

as described below.
In general, we assumed that maps would

be constructed for a number of ω types of
nouns wi (i = 1, ... , ω). As a specific example,
consider mapping data input for thoughts (e.g.,
happy, proud, sad, etc.). In this case, the noun
wi is defined in terms of a set with co-occur-
ring adjectives, as shown below:

wi = {a1(i), a2(i), ... , aαi
(i)}

In this case, aj
(i) represents the adjective num-

bered j co-occurring with wi, whileαi repre-
sents the number of adjectives co-occurring
with wi. We used correlated coding to encode
these adjectives. Correlated coding seeks to
reflect the semantic correlations (or semantic
distances) between nouns.

Each individual dij represents the relation
between the two nouns wi and wj. When con-
sidering other nouns for reference purposes, it
is not possible to reflect the relations between
these two nouns themselves or between these
two nouns and other nouns solely as a collec-
tion of these dij values. Instead, these values
represent limited semantic relations. However,
by creating a grid as shown in Table 1 based
on these individual limited semantic distances,
one can see that each row consists of limited
semantic distance from w-1 nouns, not includ-
ing the correlation between identical nouns. In
other words, each row can be considered to
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reflect the semantic relation between a given
noun and all other nouns.

Using the correlated coding method pro-
posed here thus enables us to encode multidi-
mensional vectors as shown below, using this
grid for each noun wi.

V(wi) = [di1, di2, ... , diω]T

Above, V(wi) represents input to the SOM.
Self-organization of this multidimensional
vector results in an expression of the two-
dimensional space actualized in the semantic
relationship among words.

2.3  A complementary similarity 
measure for deriving hypernym
and hyponym relations between
two words

For dij, the semantic distance between two
words, we used a complementary similarity
measure effective for deriving hypernym-
hyponym relations between two words［7］. 

Assume we have at present two abstract
nouns F and T, defined as sets with co-occur-
ring adjectives. In our data, the characteristic
vectors of F and T correspond to the expres-
sion of the state of appearance of their co-
occurring adjectives as 0 or 1.

The above example is expressed as shown
below:

Next, the complementary similarity measure is
expressed using the following formula:

Here, “a” represents the number of adjec-
tives co-occurring with both F and T, “b” the
number of adjectives co-occurring with F but
not with T, “c” the number of adjectives co-
occurring with T but not with F, and “d” the
number of adjectives co-occurring with neither
F nor T. If T is fully a subset of F, then c = 0.
Likewise, if F is fully a subset of T, then b = 0,
and thus bc = 0. Since the degree of comple-
mentary similarity measure is the difference
between matching (ad) and non-matching (bc)
data, the degree of similarity between two
words in an inclusion relation will be high.

Another characteristic of this measure is
the asymmetrical relation between the degree
of complementary similarity measure from F
to T and from T to F. In the degree of comple-
mentary similarity measure seen from F to T,
b represents the number of adjectives appear-
ing with F only, while c represents the number
of adjectives appearing with T only. Likewise,
in the degree of complementary similarity
measure as seen from T to F, b represents the
number of adjectives appearing with T only
and c represents the number of adjectives
appearing with F only. A look at the denomi-
nator in the formula shows that when calculat-
ing the degree of similarity in either direction
between F and T, the relative size of the val-
ues entered in place of b and c will reverse,
resulting in asymmetrical degrees of similari-
ty.

We used the complementary similarity
measure value between two words as input
data for self-organization, calculating values
in the correlation by entering these in place of
semantic distance dij, as discussed in section 2.2
above.

2.4  Constructing hierarchical relations
for concepts

Based on the results obtained from the
complementary similarity measure, we
arranged all words in hierarchical relations
from highest to lowest［17］and plotted these
relations on the map. In doing so, we
employed the following steps:
(1) We linked words A and B to higher levels

Table 1 Correlative matrix of nouns
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of similarity, indicating inclusion relations.
In doing so, we assumed word A was the
hypernym and word B the hyponym.

(2) First, we repeated connection in a down-
ward (rearward) direction using A-B as the
starting point, using word B as the hyper-
nym and searching for word Y, the highest-
valued hyponym, and then connecting
word Y behind B. Next, with word A as
the hyponym, we searched for word X, the
highest-valued hypernym, and connected it
in front of word A. We repeated upward
(forward) connection in the same manner,
with A-B as the starting point. At the same
time, we made sure to save the hypernym-
hyponym relations. When a hypernym-
hyponym relation broke down, we did not
connect the corresponding words. We con-
structed a single hierarchy in this manner.

(3) We merged short hierarchies contained
fully within long hierarchies. When two
hierarchies differed by only one word, if
the complementary similarity measure
between the two differing words showed a
hypernym-hyponym relation, we combined
these in accordance with this relation.

(4) Last, we combined the highest-ranking
“situations” on each hierarchy. A situation
can be considered to be the most abstract
concept, capable of co-occurring with all
adjectives. To save computation time, we
combined situations with the final highest
ranking on each hierarchy. Thus in the end
we were able to extract hierarchies consist-
ing of abstract nouns, with situations as the
highest-ranking corresponding concepts.

3  SOM accounting for hierarchical
relations of adjective abstract
concepts

We constructed a SOM reflecting the hier-
archical structure derived through the steps
described above. The concept behind this
structure involves ranking the abstract level at
the top, with specific nouns distributed at
lower levels. Figure 1 shows the concept hier-

archy related to emotions on the map. At right
is a sample concept hierarchy of adjectives,
displaying states such as natures and condi-
tions in addition to emotions.

4  Comparison of automatically
constructed hierarchy and EDR
electronic dictionary hierarchy

We automatically constructed three hierar-
chies using the methods — (1) complementary
similarity measure, (2) overlap coefficient,
(3) complementary similarity measure made by
taking into consideration the frequency. We

Fig.1 SOM of adjective-attribute 
concepts reflecting hierarchical
relations

Ex Conceptual hierarchy of emotions from
the perspective of adjectives
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compared each of the hierarchies with that of
the EDR dictionary constructed by hand. We
used a total of 20 test subjects, consisting of
linguists, of others involved in the field of
natural-language processing, and dictionary
editors. We conducted psychological experi-
ments using Scheffe’s method of paired com-
parisons［8］. As a result, we determined that
43% of the hierarchy constructed automatical-
ly using all three methods was either more
appropriate than the EDR hierarchy or no less
appropriate, when tested at a significance level
of 1% using the t statistic. In addition, our
assessment shows that the hierarchies created
individually using each method were not more
appropriate than the EDR hierarchy. In the
future, we plan to contribute further to the-
saurus verification by refining methods of
structuring taxonomic relations of abstract
concepts related to adjectives, to construct
automatically structures appropriate for taxo-
nomic relations.

Section 5 below covers research conduct-
ed by applying our approach to constructing
hierarchical relations between words to spe-
cialized terminology.

5  Applying automatic 
hierarchical-structuring 
method to extracting sets of
related words

Next, we will consider the automatic hier-
archical structuring method［17］shown in Sec-
tion 2.4 above. In addition to hierarchical
relations, it is expected that collections of
related words extracted from a corpus will
prove beneficial in uses such as language pro-
cessing, language generation, and information
retrieval. Today, while many methods are
being developed to extract from corpora vari-
ous relations between words［9］-［13］, methods
of learning patterns to extract relations have
also been proposed［14］［15］. Collections of
related words are useful in information
retrieval, guiding users to informative pages.
It is conceivable that words related to those

input by a user could also be provided, as with
Google’s retrieval-support functions. Howev-
er, it might also be possible to help the user
arrive at the informative pages by showing
how these other words are related to the input
words. To this end, we attempted to extract
sets of related words from documents by
applying automatic hierarchy-structuring
methods, from the viewpoint of assessing the
effectiveness of the extracted word sets as
keywords in information retrieval. We also
analyzed the effectiveness of these sets of
related words as keywords.

5.1  Relations between words
In supporting retrieval, in what kinds of

relations should added keywords be positioned
in order to achieve effective results? At the
very least, words relate to each other in two
ways: through taxonomical relations and
through thematic relations. It has been report-
ed that these relations are important in recog-
nizing and understanding the relations
between words［16］. 

Taxonomical relations refer to relations
indicating the taxonomy between the attributes
of a concept. Examples include relations
between words like “horse”, “cow”, and “ani-
mal”. This category of taxonomical relations
includes semantic relations such as synonym
relations, antonym relations, and hierarchical
relations. On the other hand, thematic rela-
tions refer to relations connecting concepts by
thematic situations. Examples include situa-
tions brought to mind by words, such as
“milking a cow” for the words “cow” and
“milk” and “feeding a baby” for the words
“baby” and “milk”, or relations connecting
concepts in such situations. Thematic relations
include associated relations, causal relations,
and entailment relations.

Related words added to support retrieval
often use words in a taxonomical relationship
to the keywords entered, for the purpose of
replacing these entered words with better key-
words. These related words are covered direct-
ly by existing dictionaries and thesauri. A pri-
mary factor in using these words is the relative
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ease of obtaining and using them. However,
sometimes the search results are not narrowed
down in a useful way, but instead include
unintended items. Use of thematic relations
promises to provide the user with new infor-
mation by narrowing down search results to
those that are more relevant, through the addi-
tion of related words based on relations
between words connected with the content in
the pages. With the foregoing aim in mind,
this study focuses on thematic relations. We
extracted sets of related words considered to
bear thematic relationships and investigated
the effectiveness of the terms making up these
word sets in supporting retrieval.

5.2  Extraction method
To extract word sets in thematic relation,

we took the following steps: 1) preparation of
experimental data by collecting dependency
relations from the documents, 2) extraction of
sets of related words using automatic hierar-
chical structuring, and 3) selection of word
sets in non-taxonomic relationships, using a
thesaurus.
5.2.1  Collecting co-occurrence 

relations
We parsed the collection of documents to

collect from each sentence dependency rela-
tions corresponding to the following patterns:
“B <of> A”, “(conduct) V <on> P”, “Q <does>
V”, “(conduct) V <on> R”, and “S <is> V”.
Here, <X> represents a particle, A, B, P, Q, R,
and S are nouns, and V is a verb. From the
relations collected, we prepared three types of
data: specifically, NN data based on co-occur-
rence relations between nouns, NV data based
on dependencies between nouns and verbs (for
each particle), and SO data based on relations
between subjects and objects.
5.2.2  Extracting sets of related words

We will expand the automatic hierarchical-
structuring method proposed in this paper to
extract sets of related words. This method esti-
mates relations between words for each pair of
words from inclusive relations of individual
co-occurring words and appearance patterns.
Since the extraction of semantic relations

between words described through the previous
section was intended to extract hierarchical
structures, the co-occurring words used were
limited to hyponyms of each word. In this sec-
tion, instead of limiting co-occurrence rela-
tions to hierarchical ones, we will address
dependency relations for individual data ele-
ments as described above. This will allow us
not only to extract hierarchical structures but
also sets of words bearing other relations.
5.2.3  Selecting sets of related words in

thematic relations
Last, we will extract collections of related

words in thematic relations by using a the-
saurus to remove sets of related words in taxo-
nomic relations from the extracted word sets.
Since in general the words included in a the-
saurus are distributed in ways that express
their taxonomic relations, sets of related words
in taxonomic relations are classified into the
same categories in a thesaurus. In other words,
if a set of related words matches the classifica-
tion in a thesaurus, then we can interpret this
to mean that the words making up this word
set are in a taxonomic relation. In accordance
with this thinking, we will remove sets of
related words matching the thesaurus and
extract the remaining sets of related words in
non-taxonomic relations as word sets in the-
matic relations.

5.3  Experiment
In this experiment, we used a collection of

documents (10,144 pages, 225,402 sentences)
limited to the medical domain. In Japanese-
language analysis, we did not use tools such as
medical or other specialized dictionaries. The
data prepared from the sets of related words
collected from this group of documents totaled
225,402 cases of NN data, 20,234 cases of NV
data for “wo cases”, 15,924 cases of NV data
for “ga cases”, 14,215 cases of NV data for
“ni cases”, 15,896 cases of NV data for unde-
fined cases, and 4,437 cases of SO data. We
used the Medical Subject Headings (MeSH®)
thesaurus, using Japanese translations of its
headwords and synonyms included as cross
references as the medical terms of which the
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extracted set of related words would consist.
Of these, 2,557 words appeared in our experi-
mental data.

Figure 2 shows some of the sets of related
words extracted. Of the extracted word sets,
those consisting of three or more terms were
subject to the next selection process.

5.4  Analysis
We used Google searches to investigate

the effectiveness of the extracted sets of relat-
ed words in searching — in other words, to
check that search results were limited to useful
web pages. We chose sets of related words
consisting of terms divided into two categories
so that only one term was classified into a cat-
egory different from that of the other words.
Of the 847 sets of related words extracted, 294
fit this description. If we depict the sets of
related words subject to this investigation as
{X1, X2, ..., Xn, Y}, the Xi terms represent
terms classified into the same category, while
Y represents a term classified into a category
different from that of the Xi terms. In this step,
we created the following three types of search
keywords from each of these sets of related
words:
• Type 1: {X1, X2, ..., Xn}, not including Y,

which was classified into a different category
• Type 2: {X1, X2, ..., Xk－1, Xk+1, ..., Xn}, not

including Y or one term Xk in the same cate-
gory

• Type 3: {X1, X2, ..., Xk－1, Xk+1, ..., Xn, Y},
not including one term Xk in the same cate-
gory

These three types are based on the key-
words of Type 2 — i.e., the keywords input
originally — . Type 1 is a set of keywords
including added keywords classified into the
same category as in Type 2. The added key-
words are characterized by their frequencies
within the documents used in this study (i.e.,
high or low frequency) and are terms related
taxonomically to the terms in Type 2. Type 3
is a set of keywords with terms added that are
in different categories from Type 2. These
added terms can be considered to be in the-
matic — or non-taxonomical — relations with
the terms in Type 2.

First of all, we will use the Google search
engine’s estimated number of page hits to
compare search results quantitatively. Specifi-
cally, based on the number of page hits
obtained using Type 2 terms, we will compare
numbers of page hits obtained using Type 1
and Type 3 terms — each of which adds one
term to the Type 2 terms. Figures 3 and 4
show the results of comparing numbers of
page hits related to high and low frequency for
each. In these figures, the horizontal axis
shows the number of page hits using the base
(Type 2) keywords, while the vertical axis rep-
resents the number of page hits when adding
one term to the base keywords (Type 1 or
Type 3). In these figures, “o” represents the
number of page hits when adding a term in the
same category (Type 1) and “x” represents the
number of page hits when adding a term in a
different category (Type 3). The diagonal line
represents a hypothetical case in which adding
a term to Type 2 had no effect on number of
page hits.

Figure 3 shows that most x’s are substan-
tially below the diagonal line. This illustrates
the tendency for the addition of non-taxonom-
ically related terms in different categories to
reduce the number of page hits, compared to
the addition of high-frequency taxonomically
related terms in the same category. We can
therefore conclude that adding non-taxonomi-
cally related terms is effective in quantitative
terms for useful page searching, and that such
non-taxonomically related terms are moreFig.2 Some sets of related words extracted
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beneficial as terms than high-frequency taxo-
nomically related terms. In contrast to Fig. 3,
Fig. 4 shows that most o’s are substantially
below the diagonal line. A look at these
groups of related words shows that in most
cases the added taxonomically related terms
had the lowest frequencies in their groups of
related words. This illustrates the tendency for
the addition of low-frequency terms to reduce
the number of page hits, compared to the addi-
tion of non-taxonomically related terms. In
fact, low-frequency terms are uncommonly
used even on the Internet, so one could predict
that the number of web pages including such
terms would itself be small. For this reason,
adding low-frequency terms is quantitatively
effective in terms of search results, regardless
of the type of relation among the terms. How-
ever, examination of the content of results
when adding non-taxonomically related terms
and low-frequency taxonomically related
terms shows a considerable difference
between the two approaches.

As one example, consider the following
set of related words obtained from SO data:
“latency period — erythrocyte — hepatic
cell”. In this example, “latency period” is a
term grouped in the MeSH thesaurus under a
category that is different from that of the other
terms, while “hepatic cell” is a low-frequency
term grouped in the same category as the
remaining term, “erythrocyte”. When using all
of the terms making up this group of related

words as keywords (in Japanese), the top
search result is a Japanese-language page
whose title translates to “What is Malaria?”
When using “latency period” and “erythro-
cyte” (Type 3), the same page is the top search
result. However, when using “erythrocyte”
and “hepatic cell” (Type 1), although this page
was in the top-ten search results, it was not
number one. As another example, consider the
following set of related words obtained from
NN data: “ovary — spleen — palpation”. In
this example, “palpation” is a term grouped in
the MeSH thesaurus under a category different
from that of the other terms. When using all of
the terms making up this set of related words
as keywords (again, in Japanese), the search
results in a Japanese-language page containing
the following sentence: “Conditions of the
ovary and the spleen can be diagnosed using
palpation”. From this result, we can interpret
this set of related words to bear a causal rela-
tion. These results therefore suggest that this
set of related words correctly defines the
user’s intention, enabling retrieval of the rele-
vant web pages.

In this experiment, terms in non-taxonom-
ic relations to other terms were effective in
limiting search results to informative pages.
At the same time, in comparison with results
for non-taxonomically related terms, for taxo-
nomically related terms high-frequency terms
were not quantitatively effective, and low-fre-
quency terms did not show any qualitatively

Fig.3 Variation in number of page hits
when adding high-frequency terms
and terms in different categories

Fig.4 Variation in number of page hits
when adding low-frequency terms
and terms in different categories
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significant tendencies. As an initial experi-
ment, this study was limited to a single
domain. Topics of interest for the future will
include the extension of research to extract

sets of related words featuring more accurate
thematic relations and verifying the usefulness
of sets of related words in more quantitative
and qualitative ways.
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