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1 �Introduction

In research and development on secure 
networking, it is necessary to analyze the 
mechanisms of various types of malware[1] 
and attacks such as viruses, worms, and bots 
in order to clarify problems. These analyses 
require a collection of datasets that include 
contents of communication related to malware 
itself or attacks, as well as experiment envi-
ronments that can reproduce the actual attacks 
based on the datasets. Moreover, when a new 
secure networking technology is developed, its 
effectiveness and properties need to be verified 
in a realistic network environment.

For this reason, we have been conducting 
research and development on reproduction and 
emulation technologies for secure networking, 
including reproduction of environments from 
the wide area Internet network to an organi-
zational network environment, and emulation 
of service systems that can fool malware and 
attack tools. This paper overviews the back-
ground and technologies of our research, and 
describes the outcomes and applications.

2 �Technologies of reproduction/
emulation of the wide area �
Internet

First of all, we describe the reproduc-
tion/emulation technologies of the wide area 
Internet that we researched and developed in 
order to experiment with the security of the 
wide area Internet.

2.1 �Background — the structure of the 
Internet

When considering the network security of 
the current ICT environments, the main con-
cern is the security in the Internet. From a 
viewpoint of connectivity, it can be said that 
the Internet is a single network; however, in 
fact, it is divided by a unit called Autonomous 
System (AS) to which each client’s network 
is connected to. In short, it has a multi-level 
structure that consists of the following (Fig. 1):
1)	 Network of each organization
2)	 Network within AS (inner-AS network) of 

providers
3)	 Network between AS (inter-AS network)

Following this, the location to implement 
the Internet security measures is roughly clas-
sified into the following three types:
1)	 End users’ devices such as PCs
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2)	 Gateway of each organizational network
3)	 Gateway of AS

For example, anti-virus software will be 
implemented on 1), firewall and IDS will be on 
2), and route filters will be on 3).

In each case, when a new technology has 
been developed, some kind of verification 
experiments will be required before the tech-
nology can be deployed. However, the wider 
the deployment area is, the more difficult it is 
to conduct such experiments. This means that 
it is more difficult to experiment with a tech-
nology that is used for the inter-AS network 
than one for users’ devices or organizational 
networks. This is because there are issues in 
terms of the construction cost to prepare an 
environment for the actual experiment, and the 
operation cost caused by the requirement for 
cooperation of various organizations in order 
to cover the wider area.

Therefore, we have been conducting 
research and development on reconstruction/
emulation of the inter-AS network in order to 
make it easy to experiment with technologies 
especially for the wide area Internet.

2.2 �Method of reproduction/emulation 
of the wide area Internet

Our purpose is to verify a new technology 
in an environment as close as the real world, 
when the technology has been actually imple-
mented in software or hardware. Therefore, the 
major task for reproduction/emulation technol-
ogy was to consider how to construct an exper-
iment environment for the inter-AS network 
that is as close as possible to the real Internet 

environment. In addition, in order to experi-
ment with the implementation, the environ-
ment had to be built on a testbed that is capable 
of testing the implementation rather than on a 
network simulator.

On the other hand, there are more than 
37,500 ASs on the Internet at present (as of 
May 2011, Fig. 2). There were already 25,000 
at the time when our research started in 2006. 
Due to this scale, it had been considered that it 
was difficult to reproduce the whole inter-AS 
network, and therefore it had not been tried 
before. However, NICT has a testbed called 
StarBED[2] for research and development on 
networking which consists of more than 1,000 
PCs, and in conjunction with the fact that vir-
tualization technology was beginning to make 
progress, we started a bold attempt to repro-
duce/emulate the whole inter-AS network by 
combining virtualization technology and the 
large scale cluster-type testbed.

The inter-AS network uses Border Gateway 
Protocol (BGP) routing. Therefore, it is neces-
sary to place BGP routers as required in order 
to emulate the inter-AS network. In addition, 
an inter-AS network is a network that con-
nects voluntarily operated ASs based on the 
determined connection method, and its whole 
structure is not managed. For this reason, in 
order to reproduce the structure of an inter-AS 
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network, it is necessary to obtain information 
related to inter-AS network structure in an 
observational way, and to construct the struc-
ture based on that information.

We have developed a toolset (XENebula[4]) 
that distributes a large number of BGP routers 
on a testbed such as StarBED, by the use of 
virtualization technology, and another toolset 
(AnyBed[3]) that automatically generates con-
figuration files for each BGP router from inter-
AS network structure (topology) data and these 
configuration files. In the current status, 1 AS 
is emulated as 1 BGP router to simplify things, 
and a large number of Virtual Machines 
(VM) that can run BGP routing software are 
launched. The inter-AS network can be repro-
duced/emulated by connecting these VMs.

As for the inter-AS network structure, we 
use AS Rank annotated inferred relationship 
Dataset provided by CAIDA, and 1) cut out 
the required area of topology, 2) estimate the 
routes between BGP routers, and 3) generate 
configuration files with AnyBed. After that, 
in XENebula, based on the resource infor-
mation of the configuration files and testbed 
(StarBED), 1) compute the allocation of VMs 
where BGP routing software is installed to 
each PC server, 2) distribute the OS image of 
the VM that runs on each PC server and the 
configuration file of BGP router, and 3) actu-
ally launch the BGP router as a VM on each 
server (Fig. 3).

2.3 �The outcomes and applications of 
reproduction/emulation technolo-
gies for the wide area Internet

By this method we have succeeded in 
reproduction and emulation of an inter-AS 
network that consists of 10,000 ASs, which is 
about one-third of the scale of the actual inter-
AS network. The scale of this environment is 
unprecedented in the world in terms of repro-
duction/emulation of the inter-AS network.

The actual use cases of the reproduction/
emulation of the inter-AS network environment 
based on this technology include preliminary 
experiments[5] for demonstration experiments 
of inter-AS IP-traceback technology.

Inter-AS IP-traceback technology is exactly 
the technology we assumed to be widely imple-
mented on the Internet. The cost of demonstra-
tion experiments was high because it required 
building an experiment environment and oper-
ation across multiple providers. Therefore, the 
use of the environment for reproduction/emu-
lation of the inter-AS network developed by us 
enabled the implementation of multiple pre-
liminary experiments and minimized the num-
ber of demonstration experiments and orga-
nizations involved. We consider that we have 
achieved the results that we expected.

Research and development on reproduc-
tion/emulation of inter-AS network technology 
is continuing, and is now shifting from a phase 
where reproduction/emulation is simply car-
ried out from a viewpoint of scale and struc-
ture to a phase that aims for faster construction 
and more accurate reproduction. Such large-
scale reproduction/emulation technology is not 
limited to the field of network security, and is 
globally forming a research field of testbeds 
for network technology, in accordance with the 
progress of research and development to con-
struct the next/new generation of network. We 
expect it to continue to make further progress 
in the future.SWI
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3 �Reproduction/emulation tech-
nologies to fool malware/�
attack tools

Next, we describe the reproduction/emula-
tion technologies to fool malware/attack tools.

3.1 �Background — conflict between 
isolation and reproducibility

There are mainly the following two meth-
ods to analyze behaviors and mechanisms of 
malware such as viruses/worms/bots, and vari-
ous attack tools:
1)	 Static analysis that analyzes mechanisms 

of behaviors from program codes.
2)	 Dynamic analysis that actually performs 

these behaviors and monitors/analyzes 
them.
Most countermeasures technologies detect 

and handle malware and attack tools by the 
traces left when they were triggered, such as 
the content of communication and file access 
history, and therefore, if the effect of those 
behaviors is known it is possible to handle new 
types of malware and attack tools. For this rea-
son, dynamic analysis is widely used for mea-
suring the effect of behaviors.

In dynamic analysis, it is necessary to actu-
ally execute malware or attack tools by certain 
execution methods and in a certain sandbox to 
observe the effect of their behaviors. This is 
to simulate the actual activities such as infec-
tion and attacks of malware and attack tools. 
Therefore, when the sandbox is connected to 
the external environment, some kind of coun-
termeasures are required, as the effects such 
as infection may spread outside. In addition, as 
numerous malware already exist on the actual 
Internet, if the sandbox is directly connected 
to the Internet, it may be affected by malware 
and attacks which are not subject to analy-
sis. For this reason, some countermeasures to 
eliminate external effects are required.

In order to eliminate such effects from or 
to the external environment, it is necessary to 
implement a certain barrier physically or on 
the network to separate the executing envi-
ronment of the malware and attack tools from 

the external environment. This is called isola-
tion[6].

However, a lot of malware and attack tools 
feature functions that make their analysis dif-
ficult so that they can avoid being analyzed in 
detail in an isolated environment. These fea-
tures include checking connectivity to specific 
hosts or servers on the Internet. In addition, 
when malware and attack tools need to down-
load certain information from the Internet dur-
ing execution, or when bots require receiving 
a command via the network, they may not be 
executed successfully. To summarize, the fol-
lowing problems can be caused in an isolated 
environment.
1)	 It makes it easier for malware and attack 

tools to detect their executing environment.
2)	 The communication required for the activi-

ties of malware and attack tools may be 
blocked.
Isolation is an effective method to avoid 

effects from or to the external environment, 
but on the contrary, it may cause inaccuracy in 
behaviors of malware and attack tools, and as 
a result, reproducibility of the actual behaviors 
may be reduced.

For this reason, we have been conduct-
ing research and development on an isolated 
sandbox with a mimetic Internet that aims to 
fool malware and attack tools to analyze them 
accurately, while isolating and emulating ser-
vices and hosts on the Internet.

3.2 �Mimetic Internet
Malware and attack tools detect their exe-

cuting environment in order to check whether 
or not they are executed in an environment for 
analysis purposes. Based on the check results, 
the malware and attack tools may suppress 
execution or conceal themselves in order to 
make dynamic analysis difficult.

As countermeasures for isolation, they 
check used IP addresses or connectivity. In the 
method to check used IP addresses, they ver-
ify whether or not they are executed in private 
address space that is often used in an isolated 
environment. The other method is to test con-
nectivity to specific hosts or services on the 
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Internet in order to determine whether they 
are executed in an isolated environment or not. 
This method is widely used as it is very simple.

The method to check IP addresses is not 
a big problem, as it can be overcome by sim-
ply using non-private addresses for the experi-
ment environment after eliminating effects on 
the external environment. On the other hand, 
issues with connectivity checks cannot be 
solved very easily.

In light of this, we decided to develop a 
mimetic Internet[7][8] that can mimic services 
and hosts targeted for connectivity checks, and 
cause false recognition of connectivity.

Malware and attack tools basically run as 
software on a certain executing environment 
such as PC. Therefore, any mechanism that 
operates on a PC and its OS which provides 
the executing environment could be detected 
by malware and attack tools easily. On the 
other hand, when mechanisms operate on a PC 
or network that are not in the executing envi-
ronment, malware and attack tools can only 
check them through external observation. The 
mimetic Internet takes advantages of this rela-

tion, and places a VM that mimics services 
and hosts targeted for the connectivity check 
onto a network. The basic structure of the 
mimetic Internet is as follows:
1)	 Emulated well known sites
2)	 Emulated global services
3)	 Emulated local services
4)	 Emulated neighboring hosts
5)	 Emulated routes

3.3 �Malware analysis testbed with 
mimetic Internet

The malware analysis testbed with mimetic 
Internet enables secure dynamic analysis of 
malware that feature functions to detect vir-
tual or isolated environments in order to make 
it difficult to be analyzed. To combat these 
malware functions, it combines a method that 
secures the similar level of usability as virtu-
alization technology by switching or renewing 
actual nodes, and a method that fools malware 
by using the mimetic Internet to prevent them 
from detecting that they are being analyzed 
in an isolated environment. The outline of the 
structure is shown in Fig. 4.
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It consists of malware incubator which is 
an executing environment of malware based 
on renewable actual nodes, a mimetic Internet 
that functions as a mimicked Internet, control-
ler nodes that control the malware incubator 
and mimetic Internet (hereafter, control node 
group), and a management terminal. All of 
these except the management terminal are in 
the isolated sandbox. Malware can be executed 
on the malware incubator, and the access to the 
Internet from the malware can be mimicked by 
the mimetic Internet to fool connectivity tests 
by the malware. The network for the experi-
ment is physically separated, and the one for 
management is logically separated. The com-
munication from the executing environment 
to the management network is completely dis-
connected when malware are executed. When 
it is required to collect experimental data or 
dispatch specimens, the executing environ-
ment of malware will be stopped first, and then 
restarted by the OS in a separate network boot 
beforehand. Therefore, the activities of the 
malware will not affect the control node group. 

Moreover, a security gateway that allows 
only the specific communication is installed 
between the control node group and manage-
ment terminal to provide double isolation.

3.4 �The outcome and application of 
the mimetic Internet

The isolated sandbox with mimetic Internet 
enables the achievement of both security and 
accuracy. The following activities have been 
implemented as an application of this sandbox.
1)	 Generation of datasets by sequential auto-

matic analysis
2)	 Hands-on training

In terms of the generation of datasets by 
sequential automatic analysis, when malware 
and attack tools are deployed, they are exe-
cuted in the sandbox with the mimetic Internet. 
The content of communications and executing 
memory, and various access logs at the time of 
the execution are obtained so that they can be 
retrieved as a dataset. The series of these pro-
cesses are automated in this method (Fig. 5). 
The datasets generated by this method have 
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been actually adopted as common datasets for 
research by some academic conferences.

An isolated environment is suitable for 
hands-on training, as it enables experience to 
be gained of risky activities safely. Based on 
this concept, “hands-on training for learn-
ing cyber security incidents”[9] has been con-
ducted. In this training, multiple isolated envi-
ronments were constructed on StarBED by 
using the same software used for the isolated 
sandbox with mimetic Internet, and the stu-
dents actually experienced and reported vari-
ous malware and attacks in the environment. 
With the use of about 15 pairs of isolated envi-
ronments including spares, when specific con-
tent was selected from the provided contents, 
malware and attack tools would be dispatched 
to the isolated environment and executed in 
a similar way to sequential automatic analy-
sis. The students would monitor the situation 
via the monitoring server within the isolated 
environment, and report the types of attacks 
and required countermeasures. This training 
for learning incidents was conducted for three 
years from 2008.

Research and development on mimetic 
Internet technology is continuing, now aim-
ing to enable emulation of stereotypical ser-
vices and hosts, construction of a more flexible 
environment for targeted attacks, and accu-
rate emulation of the target services includ-
ing a wide area service network. The mimetic 
Internet technology is a technology for project-
ing services, and therefore, it is expected to be 
used not only to fool malware and attack tools 
but also to enable accurate experiments in the 
future.

4 �Issues and future prospects

It cannot be said that reproduction/emula-
tion technologies of the wide area Internet or 
the mimetic internet have been completed yet. 
For example, although reproduction/emula-
tion technologies require accurate observa-
tion of the Internet and accurate projection 
based on the observations in order for accu-
rate emulation of inter-AS networks, it is not 

easy to achieve this in the current situation as 
it is based on so many presumptions. In addi-
tion, although it is possible to fool connec-
tivity checks in the mimetic Internet, when 
downloads or commands from the external 
environment are required, it is necessary to 
fake these contents as well in order to realize 
accurate reproduction/emulation. Moreover, 
even though the aim of reproduction/emulation 
is to pursue “how close it can get to the real 
Internet,” if it causes the cost of experiments 
and risks like the real Internet, there would be 
no point in the reproduction/emulation.

In order to solve these issues, we consider 
it is necessary to conduct software science 
research that examines how to project a dis-
tributed system to another distributed system, 
what capabilities are needed to define accurate 
projection (reproduction/emulation), what can 
be omitted, and so on. The accumulation of 
such research is considered to widen the usage 
from not only simple sandboxes or experi-
ment environments but also for frameworks for 
evaluation of the whole ICT environment and 
scientific construction method, and therefore, 
further progress is expected.

5 �Summary

In accordance with the progress of new 
ICT environments, subjects in the field of net-
work security are becoming more complex. 
In these circumstances, it is important to have 
technologies that conduct experiments and 
verification by using the same software and 
hardware that are used in practice. Our repro-
duction/emulation technologies for the wide 
area Internet and to fool malware/attack tools 
are essential for such experiments and verifica-
tions, and they have achieved results in actual 
use cases.

We hope that the combination of practical 
verification/experiment that we aimed for and 
scientific verification/experiment will realize 
“security by design” that can ensure there is no 
network security issue in design and develop-
ment phases in the future.
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