
1	 Introduction

With the recent rapid increase in mobile data traffic, 
WiFi is becoming increasingly important as a system that 
can offload traffic from cellular networks. In the future, 
WiFi is also expected to be used in applications with severe 
delay requirements, such as VoIP or other audio services 
and cyber physical systems (CPS). However, network 
congestions frequently occur in WiFi areas crowded with 
users, causing significant connectivity degradation in ap-
plications. In order to use WiFi in applications with severe 
delay requirements, quality of service (QoS) control in 
WiFi will be essential.

IEEE 802.11e[1] has been standardized as a QoS control 
method in WiFi, but it is not widely used today since there 
is a need to add a mechanism to write class-of-service 
(CoS) information in the packet header. As another solu-
tion, network virtualization, which has been discussed for 
wired networks[2]–[5], is drawing attention and its application 
to WiFi is being considered[6]–[7]. Nevertheless, the need to 
consider the distinct properties of the wireless media such 
as time-varying channel capacity, interference and broad-
cast makes it more challenging to apply network virtualiza-
tion directly to WiFi[8]–[10]. Traditional work has proposed 
a WiFi base station (BS) virtualization technique[11]–[16] for 
making shared use of a WiFi BS among multiple operators, 
but because it targets individual BSs and lacks inter-BS 
cooperation mechanisms, some issues still remain includ-
ing the reduced efficiency of utilization of BS resources in 
the entire WiFi network and service disruption during 
handover between BSs.

This paper proposes a WiFi network virtualization 
technique to control the connectivity of a target service. 
The packet-level delay violation ratio of the target service 
to be prioritized can be reduced even when the WiFi 
network is in a congested situation by provisioning dedi-
cated BS resources (a set of dedicated BSs) to the target 
service and allowing only the corresponding terminals to 
associate with the BSs. The proposed technique configures 
multiple physical BSs to use the same MAC address, so that 
the control functions for BS selection and handover are 
separated from the BSs and terminals and put together into 
a centralized controller in the network. Further, by coop-
eratively configuring consistent layer-2 data paths for the 
terminals in a BS backhaul network at the time of terminal 
connection, the technique can fully automate the necessary 
network configuration.

This paper is organized as follows. In Section 2, the 
concepts of WiFi network virtualization and a virtual BS 
(vBS) are described. In Section 3, as details of the proposed 
WiFi network virtualization architecture, a function model, 
the principle of configuring a service-specific vBS, and the 
principle of association with the service-specific vBS are 
presented. In Section 4, a simulation-based evaluation of 
the effects of introducing the proposed technique is pre-
sented, and in Section 5, a proof-of-concept prototype 
developed using off-the-shelf WiFi interface modules and 
commercial OpenFlow[17] switch hardware is described. 
Finally, the paper is concluded in Section 6.
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2	 WiFi network virtualization

Figure 1 shows a generalized model of WiFi network 
virtualization. WiFi network virtualization is a technique 
in which physical WiFi network infrastructure resources 
and physical radio resources can be abstracted and isolated 
so as to enable multiple independent and customizable 
logical (virtual) WiFi networks on common WiFi network 
equipment[6][8]–[10][18]. In this paper, we call a set of physical 
WiFi network infrastructure resources and physical radio 
resources a BS resource for simplicity. In addition, as shown 
in Fig. 1, we define a set of BS resources provided by 
multiple physical BSs as a virtual BS (vBS). In other words, 
a vBS is equivalent to a multi-channel BS. Moreover, we 
define a vBS that dedicates all its own BS resources to a 
target service as a service-specific vBS[19][20].

In general, BS selection and handover decisions in WiFi 
are terminal-initiated based on the vendor-specific algo-
rithms implemented in terminals using the signal strength 
and other information detected by the terminal. Therefore, 
it has been difficult to identify terminals of a target service, 
and guide only those terminals to a specific BS constituting 
a service-specific vBS. The distinct advantage of the pro-
posed WiFi network virtualization technique is that the 
controller can fully manage the decisions on BS selection 
and handover of all terminals without depending on 
vender-specific algorithms that differ by terminal. Another 
advantage is that it can ensure equivalent communication 
quality for communication performed through terminals 
that are not IEEE 802.11e-compliant.

The BS association and handover procedures naturally 
go together with layer-2 routing (re)configurations in the 
BS backhaul. Cooperative and fast layer-2 path 

reconfiguration is essential for reducing handover latency 
and avoiding packet drops during handover. Thus, in this 
study, OpenFlow[17] is exploited for this purpose.

Note that the impact of adjacent channel interference 
(ACI) should be considered when configuring a multi-
channel vBS by using multiple adjacent physical BSs. For 
example, it has been reported that when Channel 36, 40, 
and 44 in the 5 GHz band are used simultaneously at three 
BSs, the throughput of the BSs is degraded by more than 
50% at maximum[21]. However, a technique to decide the 
transmission timing in coordination between BSs and to 
perform pseudo time-sharing of the BS resources can 
mitigate the impact of ACI.

3	 Principle

3.1	 Function model
Figure 2 shows a function model of the proposed WiFi 

network virtualization architecture[22]. The proposed archi-
tecture has three main elements: the Network Controller 
(NC); the BS Switch (BS-SW); and a set of WiFi base sta-
tions (BSs). The NC is a centralized controller in a WiFi 
network and responsible for making decisions on associa-
tion and handover for all the BSs and terminals under its 
control. The BS-SW is a programmable switch that has the 
capability of configuring the forwarding table for the spe-
cific flows defined by the 5-tuple of the packet header based 
on the commands from the NC, which also plays the role 
of an OpenFlow controller. The BS resource abstraction 
function is the characteristic function in a BS. By conceal-
ing the physical configuration of BSs against terminals, the 
BS resource abstraction function enables a logically inte-
grated configuration where multiple BSs organize a service-
specific vBS. The proposed architecture does not depend 
on a specific transmission mode of IEEE 802.11, and should 
also work with the recent IEEE 802.11ac and 802.11ad 

Fig.F 1　A Generalized model of WiFi network virtualization
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modes in principle.
The proposed WiFi network virtualization is realized 

by the following three principles: the principle of configur-
ing a vBS; the principle of association with a vBS; and the 
principle of seamless handover between vBSs. In this paper, 
we explain the principle of configuring a vBS and the 
principle of association with a vBS. The principle of seam-
less handover between vBSs is needed when switching the 
vBS in line with the registration or switching of the service 
which a terminal uses, but for details of this principle, see 
Reference [22].

3.2	 Principle of configuring a vBS
Figure 3 shows the principle of configuring a vBS. 

Figure 3(a) shows how BSs are configured to organize two 
service-specific vBSs with different target services. vBS#1 
and vBS#2 are organized by BS#1 and BS#2 and by BS#3 
and BS#4, respectively. These four physical BSs are config-
ured with different channels. A characteristic point is that 
all four physical BSs are configured with the same MAC 
address, and hence with the same BSSID (Basic Service Set 
Identifier). The purpose for this is to separate the control 
logics for BS selection and handover from BSs and termi-
nals and to enable the NC to perform centralized control 
and decisions instead. In the same way, the same ESSID 
(Extended Service Set IDentifier) is configured at all of the 
BSs. As a result, beacon frames transmitted by these BSs 
contain the same source MAC address and BSSID, but only 
with a different channel number in the BS parameter set 
field.

Meanwhile, Figure 3(b) shows how Probe Request 
frames for active scan are handled at BSs with the above 
configuration. In this figure, it is assumed that STA#1 is 
already bound to vBS#1. The basic behavior of the terminal 
to discover available BSs with the target ESSID is the same 
as that in a traditional WiFi network. Specifically, at the 
beginning, STA#1 broadcasts a Probe Request containing 

the target ESSID in the frame body on a particular channel. 
If STA#1 does not receive any Probe Response frame in a 
timeout interval (MaxChannelTime) on that channel, 
STA#1 retries to discover available BSs on another channel 
in the same way. Because each BS that receives a Probe 
Request from STA#1 does not return a Probe Response 
without receiving an instruction from the NC, all the BSs 
in the proximity of STA#1 eventually receive Probe Requests 
from the STA on different channels.

Different from traditional WiFi BSs which immediately 
return a Probe Response by their own decision when they 
receive a Probe Request, in the proposed architecture the 
NC decides whether or not the BSs should respond to a 
Probe Request. In other words, the NC decides on which 
BS should be associated with the terminal that has sent the 
Probe Request. Since only the BS that receives an instruc-
tion to respond from the NC returns a Probe Response, 
STA#1 eventually finds one available BS with the target 
ESSID. Figure 3(b) shows how BS#2 is selected based on a 
BS selection algorithm from among the BSs organizing 
vBS#1 and returns a Probe Response. In this figure, an 
algorithm to select the BS with the least number of associa-
tions is adopted in order to balance the associations among 
the BSs. This BS selection algorithm can be replaced with 
other algorithms such as those based on the traffic amount 
or the RSSI (Received Signal Strength Indicator) of each 
BS.

3.3	 Principle of association with a vBS
Figure 4 describes the principle of association with a 

vBS. Specifically, the figure explains the series of procedures 
from active scan (transmission of a Probe Request) by a 

Fig.F 3　A Principle of configuring a vBS

Fig.F 4　A Principle of association with a vBS
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terminal to authentication, association, key exchange, and 
path configuration in the BS backhaul linked with these 
procedures. In this section, vBS#1 is assumed to consist of 
four BSs (BS#{1,2,3,4}) and these BSs are configured with 
different channels. The BS controller in Fig. 4 explicitly 
indicates a software module that performs processes such 
as authentication, association, and radio interface configu-
ration in a BS. We redefine a set of a BS and a correspond-
ing BS controller as a BS in this section for simplicity. An 
OpenFlow network in Fig. 4 is an abstraction of the BS-SW. 
In the proposed architecture, the BS-SW does not need to 
be a single switch, and it can be replaced by an OpenFlow-
based network organized by multiple OpenFlow switches.

In the active scan procedure, each BS that receives a 
Probe Request from the terminal transmits a Probe Request 
Notification, including the MAC address of the terminal 
acquired from the Probe Request, to the NC, instead of 
returning a Probe Response to the terminal (Steps (1) and 
(2)). If the NC receives Probe Request Notifications for the 
terminal from multiple BSs within a specific time period, 
it chooses one BS according to the BS selection algorithm 
mentioned in the previous section (Step (3)). We call the 
selected BS the target BS. The target BS, which receives a 
Probe Response Notification for the terminal from the NC 
immediately returns a Probe Response when it receives a 
Probe Request from the terminal the next time (Steps (4) 
and (5)).

Similarly, in the authentication procedure, only the 
target BS that receives an Authentication Response 
Notification from the NC can return an Authentication 
Response to the terminal (Steps (6)–(9)). The reason that 
the BS sends a notification to the NC again in the authen-
tication procedure is to be able to accommodate a terminal 
that does not perform an active scan in order to restrain 
power consumption. However, the association procedure 
that follows is only implemented by the terminal that has 
completed the authentication procedure. Therefore, the 
target BS that receives the Association Request immediately 
returns an Association Response to the terminal (Steps 
(10)–(12)).

The key exchange procedure is implemented based on 
IEEE 802.11i[23], similar to the procedure in traditional 
WiFi (Step (13)). Specifically, key exchange and frame 
encryption are performed based on WPA2 (WiFi Protected 
Access 2) CCMP (Counter Mode Cipher Block Chaining 
Message Authentication Code Protocol). A pairwise tran-
sient key (PTK) is shared between a target BS and a ter-
minal by a four-way handshake. A group temporal key 

(GTK) for encrypting multicast and broadcast messages is 
also shared between the target BS and the terminal by a 
periodical two-way handshake.

Finally, the NC configures layer-2 paths for the target 
terminal in the OpenFlow network in order to establish a 
data plane from the terminal to the gateway (GW) located 
upstream of the BS-SW (Step (14)). The OpenFlow control-
ler in the NC registers the flow entries for the terminal in 
the flow table in the BS-SW by using a Flow_Mod message 
based on the OpenFlow protocol. For example, in the 
configuration shown in Fig. 3(b), the two flow entries 
shown below are registered in the flow table in the BS-SW. 
Here, MAC_STA1 and MAC_GW are the MAC addresses 
of STA#1 and GW, respectively. Meanwhile, Port_to_BS2 
and Port_to_GW denote the physical ports to which BS#2 
and GW are associated, respectively, in the OpenFlow 
switch (BS-SW). In order to also support communications 
between terminals belonging to the same vBS, MAC learn-
ing and ARP (Address Resolution Protocol) are also enabled 
at the OpenFlow switch.

Flow entry 1:
	 Match: 	 SrcMAC = MAC_STA1
		  && DstMAC = MAC_GW
	 Action: 	SendOutPort(Port_to_GW)
Flow entry 2:
	 Match: 	 DstMAC = MAC_STA1
	 Action: 	SendOutPort(Port_to_BS2)

4	 Reduction of delay violation ratio

The effectiveness of the proposed WiFi network virtu-
alization architecture is assessed by evaluating the packet-
level delay violation ratio (DVR) of a Voice over IP (VoIP) 
service when the WiFi network is congested because of the 
mix of traffic from VoIP and best-effort (BE) services. The 
DVR is a particularly effective indicator for evaluating the 
performance of delay-sensitive applications such as VoIP. 
The DVR of the proposed architecture is compared with 
that of the standard access mechanism, IEEE 802.11 DCF, 
and that of the standard QoS mechanism, IEEE 802.11e 
EDCA. By using an event-driven simulator, QualNet[24], a 
network is configured with four BSs and 400 still terminals, 
and an environment is created where terminals (stations; 
STAs) of the VoIP service and STAs of the BE service are 
mixed and congested at a WiFi hotspot. The G.729 codec 
is assumed to be used for the VoIP service, and traffic is 
generated based on it with a 60-byte packet size (consisting 
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of a 20-byte payload, an 8-byte RTP header, a 12-byte UDP 
header and a 20-byte IP header) and a fixed 20-ms packet 
interval. On the other hand, UDP-based traffic with a 
1,500-byte packet size and a 100-ms packet interval with 
exponential distribution is generated from BE STAs.

In the case of a VoIP service, the maximum acceptable 
mouth-to-mouth delay for voice is of the order of 250 ms. 
Assuming that the delay budget for the core networks is 
approximately 100 ms, the tolerable delay for MAC buffer-
ing and scheduling in the wireless link is 150 ms. Hence, 
assuming that both of the end STAs conducting VoIP 
communication use WiFi, the tolerable delay in the wireless 
link would be 75 ms or less. There is a report that, to 
improve the voice quality further, the desirable delay in the 
wireless link should be 50 ms or less[25]. Therefore, we fix 
the threshold for delay violation at 50 ms in the simula-
tions. For comparison, the same threshold is used for the 
BE service.

In the proposed WiFi network virtualization architec-
ture, a VoIP-specific vBS that only accommodates VoIP 
STAs is created, and three among the four BSs are exclu-
sively allocated to this vBS. The NC adopts a BS selection 
algorithm whereby VoIP STAs are equally distributed to 
those three BSs. The BE STAs are concentrated to the re-
maining BS. On the other hand, in IEEE 802.11 and IEEE 
802.11e, all of the VoIP and BE STAs are equally distributed 
to the four BSs based on the normal RSSI-based BS selec-
tion. In IEEE 802.11e, VoIP traffic and BE traffic are ac-
commodated by AC_VI and AC_BE classes, respectively. 
The ratio of the number of VoIP STAs and the number of 
BE STAs is 1:1. The four BSs are configured with different 
channels in order to avoid interference.

Figure 5 shows the DVRs of the VoIP service and the 
BE service in the IEEE 802.11 DCF, the IEEE 802.11e 
EDCA, and the proposed WiFi network virtualization ar-
chitecture. The X-axis shows the average number of STAs 

per BS. In Figure 5(a) and (b), after the number of STAs 
exceeds 60, the DVR increases. At this time, the increase 
is slower for IEEE 802.11e than for IEEE 802.11e EDCA as 
a result of performing the preferential transmission process 
for VoIP packets.

On the other hand, in Fig. 5(c), the DVR of the VoIP 
service is almost zero until the number of STAs per BS 
exceeds 88.5 (network load = 0.53). In other words, until 
the number of VoIP STAs reaches the capacity of the VoIP-
specific vBS (in this case, 177 STAs in total in the three 
BSs), the DVR can be controlled. Based on the simulation 
results above, we can draw the following conclusions. First, 
if we define the network load for which the DVR of the 
VoIP service can be controlled as the vBS capacity, the 
proposed WiFi network virtualization architecture can 
improve the vBS capacity by 47%. Second, the proposed 
architecture can achieve lower DVR for the VoIP service 
than IEEE 802.11e by 9% at maximum, and can provide a 
comparable level of connectivity also for STAs that are not 
IEEE 802.11e-compliant.

5	 Proof-of-concept prototype

To prove the concept, we develop a WiFi network 
virtualization prototype system configured with two virtu-
alization-capable BSs (vcBSs) which are capable of consti-
tuting a vBS, one virtualization-capable BS switch 
(vcBS-SW) which is equivalent to a BS-SW, and an NC. 
Figures 6 and 7 show the appearance of the prototype 
system and the vcBS software configuration, respectively. 
The vcBS hardware consists of a pre-processing PC, a main 
PC, and four commercial WiFi modules so that a single 
vcBS can form a vBS configured with four BSs at maximum. 
Considering the scalability of the number of WiFi modules, 
the OpenFlow function, which is responsible for distribut-
ing traffic among BSs, is isolated to the pre-processing PC. 

Fig.F 5　Delay violation ratio of VoIP services
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The PCs are connected by Gigabit Ethernet (GbE), and four 
WiFi modules are connected to mini PCIe slots in the main 
PC. The pre-processing PC is equipped with a Dual-Core 
1.33 GHz ARM processor and 1 GB RAM, while the main 
PC is equipped with a Quad-Core 2.8 GHz Intel Core i5 
processor and 8 GB RAM. To achieve seamless handover 
among the BSs within a vcBS and to instantly establish a 
data plane at the time of association of terminals as de-
scribed in Reference [22], OpenFlow software is also imple-
mented in the main PC. The OpenFlow function of the 
main PC and the pre-processing PC use the open-source 
Open vSwitch (OVS). The WiFi modules support IEEE 
802.11a/b/g/n, 2.4 GHz/5 GHz dual band, and 2 × 2 MIMO. 
Modules with an Atheros AR9280 chipset are selected since 
the device driver is readily available for Linux OS.

We adopt a commercial OpenFlow switch as the vcBS-
SW that has 48 GbE ports. Because all traffic is concentrated 
to this point, a hardware-type switch is selected instead of 
an OVS, in order to secure transfer performance. The 
OpenFlow switch supports OpenFlow 1.0 and can hold a 
maximum of 2,048 flow entries at a time. Finally, the NC 
is implemented on an x86 IA server (Linux OS) as applica-
tion software.

The OpenFlow controller function for managing the 
vcBS-SW is implemented using the open-source Trema[26]. 
Figure 8 shows the boxplot of the measurement of the time 
required for seamless handover from a common vBS to a 
service-specific vBS. We conducted the handover and 
measurement ten times. The median value was 40.3 ms and 
the maximum value was 63.7 ms. We also confirmed that 
no packet drop occurred during the series of handover 
operations through packet capture in the wireless link. The 
results imply that the impact of handover operations on 
delay-sensitive applications such as VoIP was limited.

6	 Summary

This paper proposed a WiFi network virtualization 
technique to control the connectivity of a target service. 
Specifically, this study introduced the concept of a virtual 
base station (vBS), a logical multi-channel base station 
organized through logical integration of multiple BSs on a 
physical WiFi network. The proposed architecture can 
achieve a lower packet-level delay violation ratio in a 
congested WiFi environment by allocating dedicated BS 
resources to the target service and allowing only the ter-
minals using the target service to use those BS resources. 
Since traditional WiFi network virtualization architecture 
logically divided the wireless resources of a single physical 
BS, improving the efficiency of utilization of BS resources 
in the entire WiFi network and addressing the temporary 
suspension of service during handover between BSs re-
mained as issues. In contrast, the proposed architecture 
logically integrates the wireless resources of multiple physi-
cal BSs, and addresses those issues by centralizing the deci-
sions on BS selection and handover to the NC, and 
cooperatively configuring consistent layer-2 data paths in 

Fig.F 8　The Delay of seamless handover to a service-specific vBS
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Fig.F 7　Software architecture of the vcBS
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the BS backhaul. The delay violation ratio of the target 
VoIP service when VoIP traffic competes with UDP-based 
best-effort traffic was evaluated by simulation. Simulation 
results showed that the proposed technique could achieve 
a delay violation ratio lowering effect also for a terminal 
that is not IEEE 802.11e-compliant to a level comparable 
to an IEEE 802.11e-compliant terminal. To prove the 
principle above, a WiFi network virtualization prototype 
system was developed. The results of an experiment using 
the prototype system showed that the handover from a 
common vBS to a service-specific vBS can be completed in 
less than 65 ms without any packet drop, and confirmed 
that the proposed architecture can be practically used also 
in delay-sensitive applications such as VoIP. As future work, 
we intend to thoroughly evaluate the proposed architecture 
in a more realistic environment and demonstrate its ef-
fectiveness in an environment where terminals nomadically 
move between base stations.
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