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1  High-quality automatic translation

NICT has conducted research and develop-
ment into translation technologies to achieve a 
high-quality automatic translation system, 
with a focus on special-purpose translation. 
On the other hand, others have conducted re-
search and development with an aim to devel-
op a general-purpose translation system. The 
former development corresponds to making a 
fi sh knife and the latter to making a versatile 
knife. A versatile knife can cut fi sh, meat, veg-
etables, and everything, but cannot cut them 
cleanly. If we slice raw fi sh with the versatile 
knife, the cut surface would not be clean. Sim-
ilarly, currently-available Japanese-English 
translation systems are versatile but their 
translation quality is not very high. As a result, 
people have an impression that automatic 
translation systems are useless.

For speech translation (“Speech Transla-
tion Technology in MASTAR Project”, Chap-
ter 7-1) we focused on conversation for travel-
ing, and for text translation we focused on 
explanatory sentences about products in e-
commerce. We actually succeeded in estab-
lishing a new business of automatic transla-

NICT is conducting research for realizing high-quality automatic translation system while re-

stricting the domain of translation. We’ve been concentrated on travel conversation in speech 

translation and explanation of products in text translation, and recently we put our technology 

on a commercial basis. In this paper, we outline the technology.

tion. In this Chapter we give an overview of 
the technology and links to related Chapters.

2  Automatic translation of multiple 
languages

Language is one of the highest barriers for 
communication among people. Automatic 
translation is expected as an ultimate tool to 
overcome this barrier.

For example, owing to the popularization 
of search engines, we can easily access global 
information from home. However, information 
written in foreign language looks like ciphers 
to many Japanese people, and few people can 
use the information. According to a survey of 
the languages used on the Internet, the top ten 
languages (English, Chinese, Spanish, Japa-
nese, French, German, Portuguese, Arabic, 
Korean, Italian) make up 84% (See Fig. 1). 
However Japanese only makes up 7%. There-
fore, if we have a high-quality automatic trans-
lation system for the top ten languages other 
than Japanese to Japanese, we could under-
stand 84% of the information on the Internet, 
which would significantly enhance Japanese 
people’s ability to collect information. If we 
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have a high-quality automatic translation sys-
tem from Japanese to these nine languages, on 
the other hand, Japanese people’s ability to 
transmit information would be enhanced re-
markably.

Then, what should we do to achieve this? 
These ten languages are largely different in 
characters, words, and grammar. It is therefore 
necessary to develop a high-quality automatic 
translation technology that does not depend 
strongly on the characteristics of the languag-
es.

3  Corpus-based translation tech-
nology

In this section, we describe our corpus-
based translation technology, which is used to 
achieve a multi-lingual high-quality automatic 
translation system and solve the problem men-
tioned above.

Corpus-based translation technology is 
technology that automatically creates knowl-
edge databases for translation systems (knowl-
edge database for a translation dictionary with 
occurrence probabilities, necessary for transla-
tion systems), on the basis of the bilingual cor-
pus (collection of pairs of original sentences 
and translated sentences) (Fig. 2). With this 
automatic creation, there are two advantages. 

(A) In the development of a translation system 
in a new fi eld, high-quality can be reached by 
collecting of that field. If we collect parallel 
corpora from, for example, newspapers, pat-
ents, instruction manuals, information released 
from local governments, medical and nursery 
information, Web, blogs, or other fields, we 
can develop a high-quality translation system 
dedicated to that corresponding fi eld. In fact, 
we focused on explanatory documents about 
products in e-commerce and succeeded in 
commercializing the translation technology. 
Conversation for travelling, as mentioned 
above, is also an example of a specialized 
field. (B) If we use multi-lingual translation 
corpus for N languages, we can automatically 
develop N (N-1) translation systems for all 
combinations of the languages. We construct-
ed a multi-lingual translation corpus (N = 21) 
for travel conversation and developed transla-
tion systems for all combinations (420 combi-
nations). We confi rmed that every translation 
system achieved a high enough translation 
quality for practical use. These systems were 
released as the iPhone application “VoiceTra/
TexTra.”

4  Two major issues from research

In order to achieve a high-quality automat-

Percentage of multi-lingual information on the InternetFig.1
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ic translation system using this corpus-based 
translation technology, there are two major is-
sues to be solved.
(1)  Collection of parallel corpora: It is known 

that the translation quality would reach a 
practical level if more than a certain vol-
ume of parallel corpora are available. It is 
hence important to establish a method of 
collecting parallel corpora effi ciently in a 
short period of time.

(2)  Sophistication of translation algorithm: 
Translation performance changes depend-
ing on the translation algorithm, even us-
ing the same amount of parallel corpora. It 
is therefore important to develop a superi-
or algorithm.
We introduce an example of each issue be-

low.

4.1  Collection of parallel corpora
Since parallel corpora are a major knowl-

edge source for the corpus-based translation 
technology, the efficient collection of data is 
essential. We took two complementary ap-
proaches to this. (1) Computer-assisted ap-
proach, through Web crawling, creating bilin-
gual translation data from a monolingual cor-
pus, and a comparable corpus, and (2) human-

based or society-based approach, collecting 
bilingual translations from the Web, hosting 
services of voluntary translation, and collabo-
ration with external organizations. For details, 
see Chapter 4-2 “Efficient Technologies for 
Creating Parallel Corpora”.

4.2  Sophistication of translation algorithm
There are also many sub-themes in the so-

phistication of the translation algorithm, such 
as the precision improvement of word segmen-
tation, the precision improvement of word 
alignment programs, the processing of proper 
nouns, the transliteration processing (see 
Chapter 4-3 “A Transliteration System Based 
on Bayesian Alignment and its Human Evalu-
ation within a Machine Translation System”), 
the automatic acquisition of technical terms, 
adjustment to specifi c fi elds or topics, the use 
of syntax, the modeling of scenes, situations, 
and context, the method of appropriately mix-
ing multiple translations, and the paralleliza-
tion of model training.

Here we will explain the use of syntax. 
The order of words is a problem when we con-
sider two completely-different languages such 
as Japanese and English, although it does not 
create a serious problem between similar lan-

Basis of corpus-based translation technologyFig.2
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guages such as Japanese and Korean, or Span-
ish and Italian. The basic order of Japanese 
words is SOV, while that of English words is 
SVO. In this case, translation in correct word 
orders is diffi cult. We therefore do not simply 
allow all possible word orders. Instead, we 
propose a method of using input syntax to re-
strict word orders and pick up only those or-
ders that satisfy the requirement. We con-
fi rmed that the number of possible translations 
could be reduced signifi cantly with this meth-
od and the error rate of Japanese-English 
translation could be decreased. For the method 
of using syntax for the unifi cation of multiple 
hypotheses of translation, see Chapter 4-4 
“Direct Use of Syntactic Information for Ma-
chine Translation System Combination”.

5  Examples of high-quality spe-
cialized translation

5.1  e-commerce
One of the fi elds that require high-quality 

translation systems is the electronic commerce 
(e-commerce). This is a growing industry in 
the process of going international. Automatic 
high-quality translation systems are essential 
for the industry since it handles a tremendous 
number of products with a high merchandise 
turnover ratio. By combining (1) efficient 
translation backed up NICT’s translation sup-
port technology, (2) efficient creation of a 
technical term dictionary using its automatic 
dictionary creation technology, and (3) syntax-
based statistical machine translation, a high-
quality translation system for e-commerce was 
developed. This technology was transferred to 
a business party and is being utilized in a 
global site for one of Japan’s largest apparel e-
commerce companies.

5.2  Patent translation
As pointed out in the Patent Agency’s 

Global IP Initiative (concrete policies for 
global development of infrastructure of intel-
lectual properties) in July 2011*1, the number 
of patents from China and Korea has been in-
creasing and more and more patents are in dis-

pute. In this situation, it would be beneficial 
for Japan to develop a search system of for-
eign patent literature with a translation func-
tion from Chinese or Korean to Japanese.

The sentences used in patent literature are 
usually long. We hence developed new tech-
nology for long-sentence translation. To be 
more specific, we constructed the following 
two methods. (1) Sentence division method: 
Dividing a long sentence by its superficial 
characteristics and combining the translation 
results of the divided parts, and (2) Noun 
phrase capsulation method: Encapsulating 
noun phrases, shortening the sentence, trans-
lating the shortened sentence, and putting the 
translated noun phrases back into the sentence. 
By combining these methods we realized sig-
nificant enhancements in the translation per-
formance (See Fig. 3).

In the NTCIR project (2010-2011), a com-

Examples of long-sentence translationFig.3

＊1 http://www.jpo.go.jp/shiryou/toushin/shingikai/pdf/tizai_
bukai_16_paper/siryou_01.pdf
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petition-type international symposium Patent-
MT was held in collaboration with NII to pro-
vide a patent translation corpus and compare 
translation performance. Twenty one research 
institutes from the US, Europe and Asia, in-
cluding IBM and BBN, participated in the 
symposium. Comparison of the algorithms 
clarifi ed that statistical machine translation is 
more promising than rule-based machine 
translation for English-Japanese and Chinese-
English translation.

6  Future study plans

The following three steps are planned for 

future translation systems to translate any lan-
guage in any fi eld.

In Step 1, the method and base of the cor-
pus will be established, the translation algo-
rithm will be enhanced, and translation system 
models for several fi elds will be developed.

In Step 2, a social and economical mecha-
nism for the realization of a multi-fi eld multi-
language corpus will be proposed.

In Step 3, the language translation technol-
ogy will be made clear to promote collabora-
tive activities with external organizations for 
the translation of any languages in any fi elds.
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