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Fundamental language resources are classified into natural language processing tools and
natural language data, which are used as building blocks for natural language information pro-
cessing systems such as question answering systems and information analysis systems. Various
kinds of natural language information processing systems generally have necessary fundamen-
tal language resources in common. However, some fundamental language resources are difficult
to construct for some organizations due to limited computational capability, limited manpower,
budget constraint, or time constraint. Thus, it is important to construct and publish such funda-
mental language resources in order for the research community to make steady progress. We,
Information Analysis Laboratory members, have constructed and published many fundamental
language resources that are precise and have wide-coverage, some of which are difficult to
construct for some organizations, with a large-scale high-performance computing environment,
many researchers who are acquainted with natural language processing, and many richly-expe-
rienced linguistic data annotators. In this paper, we present fundamental language resources
that we have constructed, including those that will be released in the near future. We do not

present natural language processing tools that have described in 5-4 of this special issue.
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1 Introduction

In the midst of the information explosion
era, natural language information processing
systems such as question answering systems
and information analysis systems that can per-
form precise retrieval of required information
from the so called Big Data have definitely in-
creased in importance. Such language process-
ing systems often require a high level of “lan-
guage comprehension” ability. For example,
when a question answering system receives a
question such as “What can be caught in the
Kawazugawa River?”, the system is supposed
to find the answer by detecting the candidate
sentences that do not contain the phrase “can
be caught in the Kawazugawa River” such as
“The sweetfish fishing season has come to the
Kawazugawa River”, “Marbled eels live in the

Kawazugawa River” or “Beautiful dwarf rill
trout in the Kawazugawa River” to retrieve
“sweetfish”, “marbled eels” and “dwarf rill
trout” as the right answers. As human lan-
guage comprehension is believed to be sup-
ported by the ability to analyze sentences by
using various linguistic knowledge, computers
also need a wide range of linguistic knowledge
(language data) and an analyzer (language
processing tool) in order to understand lan-
guage. In this article, we generically call such
language data and processing tools “funda-
mental language resources”.

In general, fundamental language resourc-
es used as necessary building blocks for the
construction of high-performance natural lan-
guage information processing systems include
a wide range of systems. Moreover, construc-
tion of a language resource requires not only
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technology, experience and expertise but a
huge cost for securing necessary resources
such as large-scale computing environment
and manpower. Therefore, some organizations
cannot afford to construct a necessary funda-
mental language resource without external
support, which hinders the research communi-
ty from making steady progress as a whole.

Universal Communication Research
Institute’s Information Analysis Laboratory
constructs and provides highly precise lan-
guage resources by utilizing its rich assets in-
cluding a huge collection of Web-extracted
text data, a large-scale parallel computing en-
vironment, many richly-experienced linguistic
data annotators and researchers with expertise
in information processing. With the aim of
making steady progress as a whole research
community, we have constructed and pub-
lished a large number of fundamental language
resources. Some of them are essential for vari-
ous language information processing systems
such as question answering systems and infor-
mation analysis systems, which are very ex-
pensive to construct.

In this paper, we present fundamental lan-
guage resources that we have constructed, in-
cluding those that have not been published yet.
We do not present natural language processing
tools described in 5-4 in this special issuen 101

Tables 1 and 2 provide the list of funda-
mental language resources that are presented
in Section 2 and succeeding sections. Table 1
contains the fundamental language resources
that are available only to the members of
Advanced LAnGuage [INformation Forum
(ALAGIN™), and those in Table 2 are free-
wares available to the public. The terms “DB”,
“Service” and “Tool” under the column
“Type” represent “database”, “Web-based ser-
vice” and “tool” respectively.

2 Advanced LAnGuage
INformation Forum: ALAGIN

Advanced LAnGuage INformation Forum
(ALAGIN) is a forum that aims to disseminate
and promote the technologies for realizing a

highly advanced form of communication
where language differences pose no barrier.
Since its establishment in 2009, the forum has
been bringing together knowledge and exper-
tise of researchers from industries, academia,
research institutions and the government for
conducting its researches including the devel-
opment of text and speech translation systems,
spoken dialogue systems, and information
analysis and advanced information retrieval
technologies for retrieving desired information
or judging the credibility of the acquired infor-
mation. Moreover, the researchers have been
developing, testing and standardizing an un-
precedented size of language resources (e.g.
dictionaries and corpora) that are necessary for
developing the above mentioned technologies,
aiming to provide the resulting tools and lan-
guage resources for the forum members.

The language resources presented in this
paper and the natural language processing tools
presented in 5-4 in this special issuen 10includ-
ing freewares are available on ALAGIN’s lan-
guage resource distribution site™.

ALAGIN also provides the tools and data
that have been developed and constructed by
Universal Communication Research Institute’s
Multilingual Translation Laboratory and
Spoken Language Communication Laboratory.

For further details of ALAGIN including
its activities and size, please see 8-10201n this
special issue.

3 Databases of semantic relations
between nominals

3.1 Case Base for Basic Semantic
Relations

“Case Base for Basic Semantic Relations”
contains 102,436 pairs of nominals manually
classified and annotated with semantic rela-
tions. The entry pairs had been chosen from
among approximately one hundred million
pages of Web documents based on the similar-
ity of the contexts where the potential entry

O 1and O2 http://alaginrc.nict.go.jp/
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1F:10)[=0 ) List of language resources: Available only to ALAGIN members

Name Published Year Type Size
Database of Japanese Paraphrasing Patterns 2009 DB approx.
2.5 billion entries
Verb Entailment Database 2009 DB approx.
120K pairs
List of Burden and Trouble Expressions 2009 DB approx.
20K entries
Database of Similar Context Terms 2009 DB approx.
1 million entries
Hypernym Hierarchy Database 2009 DB approx.
700K entries
Database of Word Co-occurrence Frequency 2009 DB approx.
1 million entries
Support Service for Customized Word Set Generation 2010 Service —
Japanese Dependency Structure Database 2010 DB approx.
4.6 billion entries
Case Base for Basic Semantic Relations 2010 DB approx.
100K entries
Database of Japanese Orthographic Variant Pairs 2010 DB approx.
1.6 million entries
Semantic Relation Acquisition Service 2011 Service —
Kyoto Sightseeing Blogs for Evaluative Information 2011 DB approx.
1K articles
Predicate Phrase Entailment Database will be published around | DB approx.
the end of FY 2012 600K pairs
Excitatory/Inbitory Template Databas will be published around | DB approx.
the end of FY 2012 10K entries
Predicate Phrase Contradiction Database will be published around| DB approx.
the end of FY 2012 a million pairs
Predicate Phrase Causality Database will be published around| DB approx.
the end of FY 2012 a million pairs
1fz]0) (=24 List of language resources: Freewares
Name Published Year Type | Copyright & License Size
Japanese WordNet 2009 DB | constructed by NICT | approx. 90 K words
Hyponymy Extraction Tool 2010 Tool GPL —
Dependency Structure Database 2011 DB CCBY-SA 3.0 approx. 8 hundred
of Japanese Wikipedia Entries million entries
Para-SimString will be published by | Tool Modified BSD, —
the end of FY 2012 LGPL, or GPL
QE4Solr will be published by | Tool Modified BSD, —
the end of FY 2012 LGPL, or GPL
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words were containedo 30 For example, a pair
“00000 (denshikeisanki) / computer” and
“00 0 (densanki) / computer” is classified as
a abbreviation pair, and a pair “0 O (kanbu) /
affected part” and “0 O O O (chiryobui) / af-
fected part” is classified as a synonym pair.
Table 3 lists all semantic relations used in the
databasen a0

Notational variant pairs have the same
pronunciation and meaning but different tran-
scription patterns such as “0 O O O O (toia-
wase) / inquiry — O O O (toiawase) / inqui-
ry”, abbreviation pairs have the same meaning
but one is the abbreviation or shortened form
of the other suchas “0 O O O O O O O
O / Tsukuba Express — TX”, synonym pairs
are those that denote the same thing or phe-
nomenon but cannot be classified neither as
orthographic variant nor abbreviation pairs,
such as “0 000 / infant — O O O / baby”,
contrastive term pairs are those contrast with
each other, such as “00 O / dried noodles — [
O / fresh noodles”, in meronym pairs, one
term is a part of the other, either physically or
conceptually, such as “00 0 O / addition — O
O O O / four arithmetic operations”, and col-
locational pairs have the same super-ordinate

1fz]5][=1¢1  Semantic relation categories in “Case

Base for Basic Semantic Relations”

Category Example pairs

Notational variant |0 0 0O 0O O (foiawase) “inquiry”
— 000 (toiawase) “inquiry”

Abbreviation oooooooo0 (tsuku-
baekusupuresu) “Tsukuba

Express” — TX “TX”

Synonym 0000 (chinomigo) “infant”

— 000 (akanbo) “baby”

Contrastive 00 (kanmen) “dried noodles”
— 00 (namamen) “fresh

noodles”

Meronym 000 (tashizan) “addition”
— 0000 (shisokukeisan)

“four arithmetic operations”

Collocational 0000 (niwakaame) “sudden
rain shower” — O O (yudachi)

“late afternoon shower”

which is not too abstract, such as “0 000 /
sudden rain shower — [ [ / late afternoon
shower”.

What makes “Case Base for Basic
Semantic Relations” unique is its wide cover-
age. It contains a number of pairs related by
certain relationships, and those terms include
not only common nouns but proper nouns and
technical terms that are hardly listed in com-
monly used thesauruses. For example, its syn-
onym pairs include “00 0O O / CITES and O
000000 / Washington Convention”, “[J
O000D0O0D00OD0O0OD/ San Francisco
Peace Treaty and O O O O 0O O / Treaty of
Peace with Japan”, “0 O O O / Mount Sinai
and D OO /Horeb”, “00000OO0O00O0O
0O 0O / backcountry skiing and 0 0 0 O / off-
piste skiing”, and “0 0 0 0 O 0O / synergy ef-
fectand 0 O O O / synergy effect”. This data-
base can be utilized for retrieving larger
numbers of information by adding, for in-
stance, “00 O O O / CITES” as an additional
search word to the word “00 0 0 O O O O /
Washington Convention” input by a user.

3.2 Database of Japanese

Orthographic Variant Pairs

Database of Japanese Orthographic Variant
Pairs contains positive and negative instances
of Japanese orthographic variant pairs (or pairs
of orthographically inconsistent terms).
Examples of orthographic variant pairs for the
term “0 0 0 0O (gyoza) / gyoza dumpling” in-
clude“0 000 —OOOO ™, “0D0O00 —
o000 and“0000 —OO”(C—"1s
used for indicating a boundary between two
terms in these examples). One of the typical
application usages of an orthographic variant
database is query expansion in information re-
trieval operations. For example, when a user
inputs the search word “00 O (gyoza) / gyoza
dumpling”, the search system can automatical-
ly expand the search criteria to “00 O OR
0000 OROODOOORODOOO ™.

The database contains only the term pairs
in which only one character is different (i.e.
the edit distance between the two terms is
one). Orthographic variant pairs whose edit
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distance value is larger than 1, like “0 0 0 O
— O 0 7, are not listed in this database.

Note that “Case Base for Basic Semantic
Relations” presented in Subsection 3.1 does
not apply this edit distance-based constraint to
its orthographic variant pairs (the number of
pairs listed as orthographic variant pairs is
about 30,000), while Database of Japanese
Orthographic Variant Pairs contains more than
a million pairs satisfying the constraint..

The following are examples of orthograph-
ic variant pairs listed in Database of Japanese
Orthographic Variant Pairs.

o “Center — center” (higher and lower cases)
o“00000 — 000 0O (gomiokiba —
gomiokiba) / a garbage collection point”

(different usages of declensional kana end-

o “0D00D000 —DOO00O0O0O (gitapure
— gitapurei) / guitar playing” (difference
of “00 ” and “00 ” at the end of each word)

o“00D0D0O0UD0O —ODOODOO (tsuin-
maman — tsuimaman) / Zimmermann”

(lack of “00 ” in the latter)

o “I0d0bOopDbbobObObbO —DOOO
O0oooo0ooooo00 (burusu supuringu-
sutein — burususupuringusutein) / Bruce
Springsteen” (lack of ‘f1” in the latter)

For constructing Database of Japanese
Orthographic Variant Pairs, we first prepared
orthographic variant pairs by using the method
proposed by Kuroda et al.o4n This manually
prepared data consist of 48,067 pairs of ortho-
graphic variants, 10,730 pairs of semi-ortho-
graphic variants and 2,758 synonyms (not or-

ings)

thographic variants). Table 4 shows the

[z0) =248 Examples of manually prepared orthographic variant pairs

Types

Examples

Orthographic variant pairs

0000 —0O 100 (daiisshume — daiisshume) / first week”, 4000 —
0000 (yonkagetsugo — yonkagetsugo) / 4 months later”,’ Flash Player —
Flash player”, “Center — center”;’ 0 0 0 00O — OO OO (gomi okiba —
gomi okiba) / garbage collection point”, 0 0 000 — OO0O0ODOOO
(waribiki kakaku — waribiki kakaku) / discount price”, 000000 — 0O
OO00DO (gita pure — gita purei) / guitar playing”, 0000000 OOCO
O0000 —0000D0000000000 (burusu supuringusutein —
burusu supuringusutein) / Bruce Springsteen”

Semi orthographic variant pairs

000 — 0000 (ko ihan — horitsu ihan) / violation of law”,’ 0 00 O
— 00000 (hosoku kyufu — hosokuteki kyufu) / supplementary benefit”; O
OO0 — 0000 (chosa ho — chosa shuho) / investigation method”,’ 0O O O
— 0000 (kabu shutoku — kabushiki shutoku) / stock acquisition”,’ 0 00O
— 0000 (bei honsha — beikoku honsha) / US headquarters”;, 0000 —
00000 (tesuryo gaku — tesuryo kingaku) / amount of fee”, 000 — O
000 (dotai shita — dotai kabu) / belly compartment”;, 000 — 0000
(manshu gun — manshukoku gun) / Manchukuo Imperial Army”, OO0 00O
— 000000 (doyo nichiyo— doyo nichiyobi) / Saturday and Sunday”; O
OO0 —O0000 (iraisha — iraisha sama) / client”

Synonyms
(non orthographic variant pairs)

000000000 —0000000000 (konsutanteinusu — kon-
sutanteinusu tei) / Roman Emperor Constantine”,’ 0 000 — 00000
(interu — interu sha) /Intel”y 00000000 —O0000O000O0OO (shi-
kkusuapato — shikkusuapato sha) / Six Apart Ltd.”;, 00000 — 0000
O O (bei appuru — bei appuru sha) / Apple Inc. US”, “Siemens — Siemens [
(shimensu — shimensu sha) / Siemens AG”, 000000000000 —
0000000000000 (finansharutaimuzu — finansharutaimuzu shi) /
the Financial Times”,, 0000 — 000 OO (biharu — biharu shu) / State
of Bihar", 00000 — 000000 (hokkaido sapporo — hokkaido sap-
poro shi) / Sapporo, Hokkaido”, 0 00 — O OO O (sabetsuteki — sabet-
suteki da) / being discriminative”, D000 — 00000 (eria gai — eria
igai) / outside the service area”
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examples. Then we automatically acquired or-
thographic variant pairs from 100 million Web
documents by using the method proposed by
Kojima et al.osn We first extracted the 10 mil-
lion most frequent words and phrases (mostly,
words) from 100 million Web documents and
selected as the final candidates only the ortho-
graphic variant pairs with “edit distance 1”
from all the possible combinations of the 10
million words and phrases. Then, we classified
these candidates into orthographic variant
pairs and non-orthographic variant pairs by us-

ing a classifier trained by using our manually
prepared data described above. Finally, 1.15
million to 1.53 million pairs of orthographic
variants were automatically acquired with the
precision rate of 95% or higher.

3.3 Database of Similar Context Terms

Database of Similar Context Terms con-
tains about 1 million sets of nouns and noun
phrases. Each set has one entry word and its
most similar 500 terms (nouns or noun phras-
es) in contexts extracted from 100 million

TF:]0) (=25} Examples of similar context terms

Entry

Similar context terms

ooooo
(rupansansei) / Lupin the Third
(a Japanese animation)

OO0 30 (rupansansei) / Lupin the Third (-0.229), 0000 OO (meitantei
konan) / Detective Conan (-0.259), 0 0 O 0O O O O (uchusenkan yamato) /
Space Cruiser Yamato (-0.265), 0 O O O O (keroro gunso) / Sergeant Frog
(-0.28), 00000 (tetsuwan atomu) / Mighty Atom (-0.282), 00 0000
(gacchaman) / Gatchaman (-0.287), O O O O O (debiruman) / Devil Man
(-0.289), OO OO 009 (saibogu 009) / Cyborg 009 (-0.294), DO OO0
00000 (shinseiki evangerion) / Neon Genesis Evangelion (-0.295), 00 O
0000 (yattaman) / Yatterman (-0.305), 0 0 O O O (seinto seiya) / Saint
Seiya (-0.308), 0 0 0 0 0 OO (seramun)/ Sailor Moon (-0.308) ...

oooooooo
(chaikofusuki) / Tchaikovsky

00000 (buramusu) / Brahms (-0.152), 0 0 0 0O O (shuman) / Schumann
(-0.163), 00 O O OO OO (menderusuzon) / Mendelssohn (-0.166), O O 0 O
00000 (shosutakovichi) / Shostakovich (-0.178), 0 0 00O O (shiberiusu) /
Sibelius (-0.18), O O O O (haidon) / Haydn (-0.181), O O O O (henderu) /
Handel (-0.181), 00 O O (raveru) / Ravel (-0.182), 00 00 00 (shuberuto) /
Schubert (-0.187), 000 OO OO (betoven) / Beethoven (-0.19), 0000 OO
O (dovoruzaku) / Dvorak (-0.192), 00 0000 (rafumaninofu) / Rachmaninov
(-0.193), 0 0000 (barutoku) / Bartok (-0.198) ...

godgd
(karayan) / Karajan

000000 (kurenpera) / Klemperer (-0.21), 0 000000 (bansutain) /
Bernstein (-0.215), 000 0 O O (tosukanini) / Toscanini (-0.227), 000000
000 (furutovengura) / Furtwangler (-0.227), 00 O (bemu) / Boehm or Bohm
(-0.23), 0000000 (cheribidakke) / Celibidache (-0.232), 0 00O (abado) /
Abbado (-0.239), 00000000 (muravinsuki) / Mravinsky (-0.242), 0 00O
000 (kuberikku) / Kubelik (-0.245), 0000 (vanto) / Wand (-0.254), 00O
O (vihiteru) / Richter (-0.256), 000 00O O (mengeruberuku) / Mengelberg
(-0.256), 00O OO O (haitinku) / Haitink (-0.265), 0000000 (anonkuru)/
Harnoncourt (-0.276) ...

googo
(sutonzu) / The (Rolling) Stones

YMO (-0.215), 0000 (metarika) / Metallica (-0.223), 0 00 0 O (bitoruzu) /
The Beatles (-0.236), 00000000000 (roringu sutonzu) / The Rolling
Stones (-0.245), 0 00000 (earosumisu) / Aerosmith (-0.268), D0 OO OO
(tsuepperin) / (Led) Zeppelin (-0.277), Beatles (-0.284), 0000000000
(roringusutonzu) / The Rolling Stones (-0.287), O O O O (kuin) / QUEEN
(-0.292), 0O OO OO (benchazu) / The Ventures (-0.294), 00 OO0 OO0
(bichi boizu) / The Beach Boys (-0.295), 0 0 00 O O OO (pinku furoido) /
Pink Floyd (-0.297), 00000000 OO (reddo tsuepperin) / Led Zeppelin
(-0.301), 00 00O (ramonzu) / Ramones (-0.301), 000000000 (dipu
papuru) / Deep Purple (-0.301), O 0 OO O O O (niru yangu) / Neil Young
(-0.305), 0 000 (za fu)/ The Who (-0.306) ...
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Web documents. Table 5 shows the examples.
In these examples, the scores following each
term represent its contextual similarity to the
given term. You can see that the title of ani-
mation movies and TV shows are chosen as
terms having similar contexts with a famous
Japanese animation “Lupin the Third”, famous
composers are listed for “Tchaikovsky”, cele-
brated conductors for “Karajan” and old-time
rock bands for “The (Rolling) Stones”.

These similar context terms have been
proved to be effective in several natural lan-
guage processing tasks including acquisition
of semantic relations such as causal relation-
shipoenand question answering tasks for the
“why” questionso 7o For example, the pre-
ferred answers for a question that asks the
cause of a disease like “What causes cancer?”
often include the names of toxic substances,
viruses and body parts that are related to the
disease in the question. In other words, when a
question includes the word “cancer” or its sim-
ilar words (i.e. similar context terms of “can-
cer”), candidate sentences in the correct an-
swers tend to contain the similar context terms
of words that represent “a toxic substance”, “a
virus” and “a body part”. This database en-
ables us to capture such tendency in the rela-
tionship between a question and the correct
answers and thus allows us to improve the per-
formance of question answering systems.

For the details of automatic acquisition of
similar context terms, please see the references
o3no80andoon written by Kazama et al. The
contexts of the documents used for the con-
struction of the database are also presented in
Subsection 5.1 of this paper.

3.4 Hypernym Hierarchy Database
Hypernym Hierarchy Database is a hierar-
chical thesaurus containing approximately
69,000 nouns and noun phrases. We have
manually built a set of hierarchies between the
hypernyms in hyponymy relation (hypernym/
hyponym pairs), that are automatically ac-
quired from Japanese Wikipedia articles (ver.
2007/03/28) by using the “Hyponymy
Extraction Tool” presented in Subsection 6.1.

The hierarchy between hypernyms enables us
to estimate semantic association between auto-
matically acquired hypernym/hyponym pairs.
For example, the hypernyms in the hypernym/
hyponym pairs “0 0 O O O O O O (movie
work by Akira Kurosawa) — [0 0 O O (Seven

Samurai)” and “00 O O O (movie work) —

000000 (Roman Holiday)” can be hier-

archized as below:

o 00O (work) - 0000 (movie work) —
O0000D0DODO (movie work by Akira
Kurosawa)

o 00 (work) — 0000 (movie work)
This means that “00 O O O (Seven Samu-

rai)” and “0 0 O O O O (Roman Holiday)”
have the same hypernym “00 O O O (movie
work)”, which helps us to estimate that these
two terms may belong to the same concept
class (i.e. movie).

To build a hierarchy between hypernyms,
we first morphologically analyzed hypernyms
in hyponymy relations acquired by using the
Hyponymy Extraction Tool and extracted head
nouns or head noun phrases of the hypernyms.
For example, “0 00000 00O / movie work
by Akira Kurosawa” in the above example has
three Japanese head noun or noun phrases, “[J
0 (work)”, “0 0 0 O (movie work)” and “[J
O 0 0O 0O O O O (moviework by Akira
Kurosawa).” These head nouns or noun phras-
es are then manually checked whether they
can serve as a hypernym of the hypernym in a
given hyponymy relations. For the details of
building a hierarchy between hypernyms,
please see the paper Kuroda et al.o 1on1 This
database has been proven to be effective in a
task of linking hyponymy relations extracted
from Wikipedia articles to Japanese WordNet
01107,

O 3 According to the Referenced 120by Kuroda et al., the
matching ratio between the hypernyms acquired from
Wikipedia articles and the WordNet synset had been as
low as 8% at the beginning, but after the introduction of
this database, the ratio became as high as 95%.
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3.5 Database of Word Co-occurrence
Frequency

Database of Word Co-occurrence
Frequency consists of a collection of co-occur-
ring word lists. Each list has an entry word
and co-occurring words that are semantically
related to the entry. Their semantic relation-
ship was estimated by three different mea-
sures, Dice coefficient, DPMIo 130and co-oc-
currence frequency. These three measures
were calculated by using co-occurrence fre-
quencies in a 100 million Web documents
with the following three different conditions:

o Co-occurrence in a document between all
combinations of approx. 1 million words.

o Co-occurrence within 4 neighboring sen-
tences between all combinations of approx.
0.5 million words.

o Co-occurrence in a sentence between all the
combinations of approx. 0.5 million words.
Since words with a strong semantic associ-

ation with each other tend to co-occur, Word

Co-occurrence Frequency Database can be

used as an associated word database. For ex-

ample, the top-5 words of “Christmas” and

“baseball” by Dice co-efficient in this database

are as follows:

00000 (kurisumasu) / Christmas: “00 [
O (oshogatsu) / New Year Day”
(0.172339), “0 O O (tanjobi) / birthday”
(0.119606), “0 0 O (santa) / Santa Claus”
(0.113987), “O (fuyu) / winter” (0.112612),
“00 (nenmatsu) / year end” (0.110775)

O O (vakyu) / Baseball: “0C O O O (sakka) /
soccer” (0.362974), “0 O O (kakutogi) /
combat sport” (0.227781), “0 0 0 O (puro-
yakyu) / professional baseball” (0.220464),
“000 (gorufu)/ golf” (0.210349), “0O0 O
O (tenisu) / tennis” (0.208742)

Word Co-occurrence Frequency Database
has been proved to be effective in its usage for
the analogy-based acquisition of semantic re-
lations between wordso 140

3.6 List of Burden and Trouble
Expressions
“List of Burden and Trouble Expressions”
is a database containing 20,115 expressions

related to troubles and obstacles that may be a
burden on human activities or have a negative
impact, such as “disaster”, “psychological
stress” and “asbestos contamination”. The
trouble and burden related expressions in the
database were automatically acquired from
Web documents based on the method pro-
posed by De Saeger et al.01s0and manually
checked and classified. The expressions are
annotated with category labels such as “dis-
ease”, “suffering”, “illegal act / violation” and
“hazardous substance”. For example, “hepati-
tis B”, “influenza” and “cryptococcosis” are
classified as “disease”, “chemical accident”,
“herbivory in coral reefs” and “thalidomide
incident” as “suffering”, “skimming”, “falling
asleep while driving” and “infringement of
rights” as “illegal act / violation” and “sleeping
gas”, “acid precipitates” and “vehicle emis-
sion” as “hazardous substance” respectively.
Table 6 shows other examples of trouble and
burden expression labels and their examples.
Construction of a large scale list of burden
and trouble expressions enables a comprehen-

sive search of unexpected troubles. One exam-

TF:]0) (=051 Examples of burden and trouble ex-

pressions
Category Examples
Error core dump / core dump, DB O O O
(DB era) / DB error, Out of Memory /
Out of Memory, 0 0 O OO OO
(andafuro) / underflow
Natural 000000 (eruninyo) / El Nino,

phenomenon |0 00 00O (kamaitachi) / whirlwind,
000000000 (meirushutoro-
mu) / maelstrom, O O (kosa) / yel-
low dust

Physical
damage

000000 (merutodaun) / melt-
down, 0000000 (rainbureiku) /
line break, 00 O O O (ekishoware) /
LCD cracking, O O O (niitami)/
damage during handling and trans-
porting

000000 (retasubyogaichu) / let-
tuce pests and diseases, 0 00 (aoko) /
algae bloom, O O O O (akunekin) /
propionibacterium acnes, 0 0 0 0 O
(nekirimushi) / cutworm

Harmful
organism
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ple is a search of burden and trouble expres-
sions related to the Great East Japan
Earthquake on the social networking site,
Twitter. We searched about 3.2 million tweets
related to the earthquake posted during the pe-
riod from March 11th to June 17th of 2011
o1e0 for burden and trouble expressions, and
identified not just comments related to com-
mon predictable troubles such as “power fail-
ure” and “water supply suspension” but those
related to “disaster related death” or troubles
resulting from a secondary disaster such as
“carbon monoxide poisoning” caused by bri-
quettes used for surviving the cold weather
during the lifeline suspension and “economy
class syndrome” due to living and sleeping in
a car instead of staying in a public safe shelter.
In this way, the list of more than 20,000 bur-
den and trouble expressions is usable in identi-
fying unpredictable troubles.

3.7 Japanese WordNet

Inspired by Princeton University’s Princeton
WordNet and other like resources, the Japanese
WordNet was developed to classify Japanese
words into groups called “synsets”. A synset is
a group of words that have the same concept,
and currently, 93,834 words are contained in
the Japanese WordNet. For example, words
like “00 O / behavior”, “0O0 O / work”, “0O0 O /
behavior”, “00 O / activity” and “00 O / deed”
are put into a group (synset ID: 00030358-n)
with its definition “for human beings to do
something or to start doing something” and a
usage example “0 000000000000
0O O O / We heard a story about murder and
other abnormal behaviors”. The Japanese
WordNet also has some verbs and adjectives
besides nominals.

Besides grouping words into synsets of syn-
onyms, the Japanese WordNet provides infor-
mation on semantic relations such as hypernym
relations (e.g. “furniture — chair”) and mero-
nym relations (e.g. “leg — chair”). Some se-
mantic relation links used in the Japanese
WordNet and their examples are shown Table 7.

The link “Hypernym” relates a pair of syn-
sets where the concept represented by one

TFz)e)[=374| Relation links used in Japanese

WordNet and their examples

Link Example

Hypernym |0 O (dobutsu) / animal — 0O 0O O O
(henondobutsu) / poikilotherm

Meronyms |0 0O 0O OO (eabakku) / airbag — 0O O
O (jidosha) / automobile

Causes 0000 (eishasuru) / project — O O
O (arawareru) / appear

Entails 0O 0 0 0 O (fukkakeru) / overcharge
— 0000 (seikyusuru) / request

synset is the hypernym of that of the other
such as “animal — poikilotherm”. The link
“Meronyms” is for a pair of synsets where one
is a constituent of the other such as “automo-
bile — airbag”. The link “Causes” relates a
pair of synsets where the occurrence or exis-
tence of one synset prompts that of the other
such as “project (a film) — appear”. The link
“Entails” relates a pair where the existence of
the event represented by one synset means the
simultaneous or preceding occurrence of the
event represented by the other such as “over-
charge — request”. The links “Causes” and
“Entails” are further explained in Subsections
4.5 and 4.1 respectively.

The Japanese WordNet is being used for
various purposes including its usage in
Weblio’s English-Japanese and Japanese-
English dictionary™. It can also be used for
search query expansion or paraphrase recogni-
tion like the case of Case Base for Basic
Semantic Relations. “Case Base for Basic
Semantic Relations” contains a large number
of proper nouns and technical terms as de-
scribed in Subsection 3.1, while the Japanese
WordNet mainly targets on collecting com-
mon words, thus complementing each other.

4 Databases of Semantic Relations
between Predicates

4.1 Verb Entailment Database
The database contains 121,508 pairs of

O 4 http://ejje.weblio.jp/
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verbs: 52,689 pairs of verbs that have an en-
tailment relation and 68,819 pairs of verbs that
do not have such relation. A verb pair that has
an entailment relation is a pair of verbs where
the verbl cannot be done unless the verb2 is,
or has been, done. For example, the acts of

2 (13

“playing in the starting lineup”, “microwav-

2 (13 2 (13

ing”, “sneering”, “getting drunk” and “bor-

9% ¢

rowing” entail “starting a game”, “warming”,
“laughing”, “drinking” and “lending” respec-
tively.

Information about entailment relations
plays an important role in natural language in-
formation processing systems. For example,
when a question answering system receives
the question, “Who started the game between
the Giants and the Tigers last night?”, the sys-
tem is required to know that the act of “playing
in the starting lineup” entails the act of “start-
ing the game” since the system needs to re-
trieve the answer by identifying sentences
whose surface information is largely different
from the information given by the question,
such as “Kubo played in the Giants’ starting
lineup in last night’s game against the Tigers”,
out of a huge amount of documents like Web
documents.

The negative instances (verb pairs that do
not have an entailment relation) and the posi-
tive instances (those that have an entailment
relation) in the database can be combined for
being used as an input data for machine learn-
ing. They can be a set of training data for a
machine to learn a model for judging whether
an entailment relation exists between two
verbs.

The negative and positive instances are
classified into 4 subclasses. Each subclass and
their examples will be explained in the follow-
ing subsections. All the negative and positive
instances were automatically acquired by us-
ing the method proposed by Hashimoto et al.

017m 180and manually inspected. In the exam-

ples below, verbs positioned left of an arrow
represent what entails the other and will be
called “verb 17, and verbs positioned right of
an arrow is what is entailed and will be called
“verb 2”.

4.1.1 Positive instances
The total number of positive instance pairs

is 52,689 and the total numbers of unique

verbs 1 and verbs 2 are 36,058 and 8,771 re-

spectively.

Synonymic or hypernym/hyponym pairs

that have an entailment relation: The pairs
categorized in this group are verb pairs
where the verb 1 and the verb 2 have en-
tailment and either of synonymic or hyper-
nym/hyponym relations. Synonymic or
hypernym/hyponym pairs that have an in-
clusive relation in their surface form and
are related by the entailment relationship
are not listed here but will be presented
next. The total number of pairs is 33,802
and the total numbers of unique verbs 1
and verbs 2 are 18,128 and 7,650 respec-
tively. Their examples are given below.

o 0000 (chosensuru)/try - 00000
O O (charenjisuru) / challenge

o 0000 (chinsuru) / microwave — O 0
O 0O (kanetsusuru) / warm

o 0000 (dojosuru) / ride together — O
O (noru) / ride

o 00000 (kumitateru) / assemble — [
O (tsukuru) / make

o 0000 (daiyosuru) / substitute — 0 [
(tsukau) / use

Synonymic or hypernym/hyponym pairs

that have an inclusive relation in their sur-

face form and are related by entailment re-

lationship: The pairs categorized in this group
are synonymic or hypernym/hyponym
pairs that have an inclusive relation in their
surface form and are related by the entail-
ment relationship. The total number of
pairs is 15,599 and the total numbers of
unique verbs 1 and verbs 2 are 15,367 and
2,440 respectively. Their examples are
given below.

o O O O O (azawarau) / sneer — 0O O
(warau) / laugh

o 00OD0OD0ODOO (seriguyushosuru)/ win
the Central League pennant — [0 0 0 0 O
O 0O (riguyushosuru) / win the league pen-
nant

o 0000 (nagarederu) / flow out — 0O O
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(deru) / go out

o 00000 (sosoritatsu) / tower — O O
(tatsu) / stand

o OOUOODOQO (ichibu menjosuru) / partial-
ly exempt — 0O O O O (menjosuru) / ex-
empt

Presuppositive relation: A verb pair that has
a presuppositive relation is a pair where
the verb 2 is the presupposition of the verb
1. In the previously described 2 types of
entailment relations, the situations or ac-
tions represented by the verb 1 and 2 co-
occur, while in a presuppositive relation,
the situation or action represented by the
verb 2 precedes that of the verb 1. The to-
tal number of pairs is 2,846 and the total
numbers of unique verbs 1 and verbs 2 are
2,227 and 711 respectively. Their exam-
ples are given below.

o O0OO0OOO (yvopparau)/ get drunk — OO
(nomu) / drink

o 0000 (inekarisuru) / reap rice — OO
00O (tauesuru) / plant rice

o O 0O O O (norisuteru) / get off » 0O O
(noru) / get on

o 0000 (rishokusuru)/leave one’s job —
00 (hataraku) / work

o O 0O 0O O O O (shusekisotsugyosuru) /
graduate as the top student — 00 O (mana-
bu) / study

Action/reaction relation: A pair of verbs that
have an action/reaction relation is a pair
where one verb represents an action and
the other represents the reaction to it. The
verbs 1 and 2 have different agents while
in the previously described 3 types of rela-
tions, all verbs have the same agents. The
total number of pairs is 442 and the total
numbers of unique verbs 1 and verbs 2 are
336 and 328 respectively. Their examples
are given below.

o 0O 00O (kariru) / borrow — O O (kasu) /
lend

o 000 (uketoru) / receive — 0 O O (te-
watasu) / hand out

o 000 (oshieru) / teach — O O (manabu) /
learn

o 00 (uru)/sell > 00 (kau)/ buy

o 00U (azukeru) / entrust — 0O 0 O (azu-
karu) / keep

4.1.2 Negative instances
The total number of negative instance pairs

is 68,819 and the total numbers of unique

verbs 1 and verbs 2 are 14,658 and 7,077 re-

spectively.

Pairs of associated verbs with no entailment,

antonymic or implicational relations: These
are pairs of verbs that do not have either of
entailment, antonymic or implicational re-
lations but somehow, are associated with
each other. Antonymic and implicational
relations will be described later. Note that
the pairs presented here do not include
“pairs of associated verbs that have an in-
clusive relation in their surface form but
do not have either of entailment, antonym-
ic or implicational relations”. Those pairs
will be presented next. The total number of
pairs is 68,306 and the total numbers of
unique verbs 1 and verbs 2 are 14,168 and
7,006 respectively. Their examples are
given below.

o 0000 (tsukinsuru) / commute — [0 [
(hashiru) / run

o 0000 (dokushosuru) / read a book —
OO (kutsurogu) / get relaxed

o OOO0OO0O0O (burogumegurisuru)/ surf
the Internet visiting blogs — 0O O (yas-
umu) / take a break

o 00000 O (nogyotaikensuru) / experi-
ence agricultural work — O 0O (sumu) / live

o 0000 (oshidamaru) / keep silent — [0
O (utsumuku) / drop one’s eyes or head

Pairs of associated verbs that have an inclu-

sive relation in their surface form but do not

have either of entailment, antonymic or im-

plicational relations: Among the pairs of as-
sociated verbs that do not have either of
entailment, antonymic or implicational re-
lations, the pairs where the surface form of
the verb 2 is included in that of the verb 1
are classified here. The total number of
pairs is 294 and the total numbers of
unique verbs 1 and verbs 2 are 290 and
101 respectively. Their examples are given
below.

HASHIMOTO Chikara et al. NICT 131



o

O 0O O (saewataru) / become clear — [

O (wataru) / pass

o 00000 (junyushosuru) / finish second
— 0000 (yushosuru) / finish first

o 0000 (okoridasu) / get angry — O O
(dasu) / take out

o O 0O 0O O O (utaiageru) / sing in a loud
voice — [0 0 O (ageru) / raise

o 0000 (gedokusuru) / detoxify — 0O O
O (dokusuru) / corrupt

Antonymic relation: These are the pairs of
verbs that have an antonymic relation. The
total number of pairs is 51 and the total
numbers of unique verbs 1 and verbs 2 are
46 and 42 respectively. Their examples are
given below.

o 00O (shimeru)/close —» 000 (akeru)/
open

o O000O0OOQ (hanpireisuru) / be in inverse
proportion — O O O O (hireisuru) / be in
proportion

o 00 (ushinau) / lose — 0 O (eru) / obtain

o 000 (sageru)/lower — 000 (ageru)/
raise

o 0000 (tobisaru) / fly away — 0 0 0O
O (hiraisuru) / come flying

Implicational relation: Among the pairs of
verbs that cannot be exactly said to have
an entailment relation, the pairs where the
situation or action represented by the verb
1 can be highly possibly accompanied by
the situation or action represented by the
verb 2. The total number of pairs is 168
and the total numbers of unique verbs 1
and verbs 2 are 154 and 121 respectively.
Their examples are given below.

o 0000 (koyosuru) /(of leaves) turn red
— 0000 (rakuyosuru) /(of leaves) fall

o 00000 (fukairisuru) / roast dark — O
O (hiku) / grind

o 000000 (nyukaikibosuru) / hope to
be a member — 0O O O 0O (nyukaisuru) /
become a member

o DOO0ODOODOOO (insatsupurebyusuru) /
preview the print —» O 0O 0O O (insatsusu-
ru) / print

o 0O 0O O O (jyukensuru) / take an entrance

exam — 0 0 00O (shingakusuru) / get en-

rolled

4.2 Predicate Phrase Entailment
Database
This database has not been yet published
but is planned to be published shortly with al-
most 600,000 pairs. It is a collection of pairs
of predicate phrases that have an entailment
relation (positive instances) and that do not
have an entailment relation (negative instanc-
es). Verb Entailment Database described
above handles entailment relations between
words while Predicate Phrase Entailment
Database handles those between phrases. The
following are their examples.
o J0OO00OUODOOODOOO - D0OOODO
goooopopooooo
(subete no saimu wo menjosareru — saimu
no shiharaisekinin wo menjoshitemorau)
get exempted from all the debts — get rid
of the liability for payment
o J0O0DOUODODODOOOUODOO -0O0O
goooooooooon
(chikyuzentai no heikinkion ga joshosuru
— chikyukibo de kion ga joshoshiteiku)
the average temperature of the earth rises
— the temperature rises on a global scale
o JUO0O0U0OO0OD0 —-0OOOOODOOO
(funjin wo kyunyusuru — hokori wo suiko-
mu)
inhale dust — breathe in dust
o JOODOODOOODDOOODO —-O0OO
gooOooopoooo
(inshurin no ryo ga fusokusuru — insurin
no sayo ga yowakunaru)
do not have enough insulin — insulin be-
come less effective
o D0O0OOOOOO —-0O00000O
(genkin de toredosuru — okane de tori-
hikisuru)
trade in cash — trade in money
Like verb entailment relations, information
about entailment relations between predicate
phrases also plays an important role in natural
language information processing systems. For
example, when a question answering system
receives the question “What causes cellular
aging?”, the system is required to know that
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the act of “causing cellular oxidation” entails
the act of “causing cellular aging” since the
system needs to retrieve the answer by identi-
fying sentences whose surface information is
largely different from the information given
by the question, such as “DNA damage can
cause cellular oxidation”, out of a huge
amount of documents like Web documents.

The phrases in the database can be
classified into two groups of positive instances
and negative instances like Verb Entailment
Database. The negative and positive instances
in the database can be combined for being
used as an input data for machine learning.
They can be a set of training data for a ma-
chine to learn a model for judging whether an
entailment relation exists between two predi-
cate phrases.

All the negative and positive instances
were automatically acquired from definition
sentences in Web documents by using the
method proposed by Hashimoto et al.0 19m 200
Part of the acquired phrases will be manually
inspected before being released and the rest
will be released without further inspection.

The phrases in the database are classified
based on their semantic compositionality into
two groups of the “perfectly compositional
phrase pairs” and the “partially compositional
phrase pairs”. In the former pair, every content
word in one phrase has its counterpart, i.e.
synonym or near-synonym, in other phrase.
For example, a pair of phrases “0 0 0 00O
O O (aigamo wo suiden ni hanasu) / release
aigamo ducks into a rice paddy - 000 00O
O 0O O O (ta ni aigamo wo hanasu) / into a
paddy field, release aigamo ducks” is classified
as a perfectly compositional pair of phrases
since all the content words in one phrase have
their synonyms in the other. On the other
hand, if at least one content word in one
phrase of a pair does not have its synonym or
near-synonym in other phrase, that pair is
classified as a partially compositional pair. For
example, apair “0 000 0000000OO
O 0O O 0O 0O (ishin no yure wo tatemono ni
tsutawarinikuku suru) / prevent transmission
of seismic vibration to building structures —

0000000000000 (tatemono jitai
no yure wo chisaku suru) / make vibration in
building structures smaller” is classified as a
“partially compositional phrase pair” since the
content words “00 O (jishin) / seismic”, “00 0
O (tsutawaru) / transmission” and “00 0O O
(chisai) / smaller” do not have their synonyms
or near-synonyms in their partner phrase.

We suppose that phrase pairs that are high-
ly semantically compositional can be more
easily automatically identified to be related by
the entailment relationship than those that are
less semantically compositional. This means
that the classification of predicate phrases in
the database actually reflects the degree of
difficulty in identifying entailment relations.

Below are some examples of “perfectly
compositional phrase pairs” and “partially
compositional phrase pairs”.

o Perfectly compositional phrase pairs

—Q0000o0ooU0ooo0onD - 00

gooooooooooo
(shoyaku wo ikutsu mo kumiawaseru —
ikutsu mo no shoyaku wo kumiawaseru)
mix various herbal remedies — mix
numbers of herbal remedies

— o000 - 00gono

ogooon

(enerugi ga hikari ni naru — enerugi
ga hikari to naru)

energy becomes light — energy be-
comes light

—QO00oo0oooooooooooo —»

oooooooooooooo
(kojinjoho no toriastukaihoho wo sada-
meru — kojinjoho no toriastukaihoho
wo sadameru)

fix personal information handling poli-
cies — fix personal information han-
dling policies

—Uooooguoooobooood —

ggobbbooooooboobooo

(intanettojo no mana no kotoda — net-

towakujo no echiketto no kotoda)

it denotes the manners on the Internet

— it denotes the etiquette on the

Internet
—ooooooooonon -00
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goobooon

(kaigosabisukeikaku wo sakuseisuru —
keapuran wo sakuseisuru)

make a care service plan — make a
care plan

—gouoooobiblb - 0040o0o

gogooo

(monkasho ga suishinshiteiru — mon-
bukagakusho ga suishinsuru)

be being promoted by the MEXT — be
promoted by the Ministry of Education,
Culture, Sports, Science & Technology

—0o0o0oooobob0 - 0o0ooo

00

(amerika de koansareru — beikoku de
umareru)

be created in America — be born in the

U.S.

—0oooooobooooooon —

pCOOODOOO0O
(konpyuta ni kiokusaseteoku — pishi ni
hozon shiteoku)

be stored on a computer — be stored on
aPC

—0oobobo0 -0OO00oOoooo

(pawa ga yadoru — chikara wo hime-
teiru)
have power — have hideen power

o Partially compositional phrase pairs
—O000000ooooo00O000 -0

ooooooooo

(kamiawase ya hanarabi wo kaifukusu-
ru — kamiawase wo fukugensuru)
restore the occlusion and dentition —
reconstruct the occlusion

— 0gbooboobg - 00000

gooo

(akuseisaibo ga mitomerareru — gan-
saibo ga hasseisuru)

malignant cells are detected — cancer
cells grow

—gouooooboiblb - 0040o0o

gooo

(shiwa ya shimi wo kaishosuru — shi-
wanado wo kaizensuru)

get rid of wrinkles and spots — im-
prove wrinkles

— 00 LANOOOODoDooooDoo

0 -0000000000000
(musenran akusesu pointo wo kyoyusu-
ru — akusesu pointo wo kokaisuru)
share a wireless access point — make a
wireless access point public
gooooooood - oogoog
0

(otobai de ryokosuru — baiku de
hashiru)

travel on a motorcycle — ride a motor-
cycle

OooooooOoooooono -0
oooooOoOoCoooooooo
(kaiinkan de kuruma wo kyodoriyosuru
— kuruma wo fukusu no ningen de kyo-
doriyo suru)

share one care among the members —
share one car among several people
Oo0o0oooooooooono -0
ooo0ooOooooood
(denkienerugi wo shiyoshiteiru — en-
erugi wo denki de makanau)

use electrical energy — resort to elec-
tricity for power generation
0000000 - 0oO0oO0oOoooo
gooo

(johokyoyu wo hakaru — komyunike-
shon wo toru)

try to share information — communi-
cate with each other
ooooooooooooono -0
ooooooooo

(mozuku ya konbu ni fukumareteiru —
kaisorui no naka ni fukumareru)

be contained in mozuku seaweed or
kelp — be contained in seaweed
OO00o00o0oooooooooo
00 -0000000

(koresuteroru ya chuseihibo no wariai
ga takai — shishitsu no atai ga takai)
cholesterol or neutral fat ratios become
high — a fat value becomes high

4.3 Excitatory/Inhibitory Template
Database
Excitatory/Inhibitory Template Database
is a language resource that lists what we call
Excitatory/inhibitory templates. It is planned
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to be released around the end of this fiscal year

with about 10,000 templates in it. Excitation/

inhibition is a new semantic orientation that
we had proposed in the Referencesn 210220 In
that framework, phrases consisting of “a joshi

(a Japanese postposition) + a predicate”

(henceforth called “templates’) such as “[0 [

O O O (ga (joshi) + hasseisuru (predicate) /

occur)” and “0 O O (wo (joshi) + fusegu

(predicate) / prevent)” are grouped into three

categories of “excitatory”, “inhibitory” and

“neutral”.

Excitatory template: Excitatory templates en-
tail that the main function, effect, purpose,
role or impact of the referent of the argu-
ment (e.g., the subject or the object) is pre-
pared or activated (e.g., “to cause [some-
thing]”, “to use [something]”, “to buy
[something]” “to make [something] prog-

29 <6 29

ress”, “to export [something]”, “[of some-

thing] to increase”, “[of something] to be-

come possible”).

Inhibitory template: Inhibitory templates en-
tail that the main function, effect, purpose,
role or impact of the referent of the argu-
ment is deactivated or suppressed (e.g., “to
prevent [something]”, “to discard [some-
thing]”, “to remedy [something]”, “[of
something] to decrease”, “[of something]
to be disabled”).

Neutral template: Neutral templates are nei-
ther excitatory nor inhibitory (e.g., “to
consider [something]”, “to search for
[something]”, “to be proportional to
[something]”).

For example, the phrases “cause an earth-
quake” and “prevent a tsunami” entail the acti-
vation of the impact of “an earthquake” and
the deactivation of the impact of “a tsunami”
respectively.

Excitation/inhibition is different from cer-
tain semantic orientations presented in the
Referencesn2sn2ansuch as “good/bad”. For
example, “get improved” and “have the symp-
toms of something” are both classified as “ex-
citatory” in our framework, but only the for-
mer is classified as “good” in the good/bad

semantic orientation, or “remedy something”

and “be halted” are both “inhibitory” but only
the latter is judged “bad”.

Excitatory/inhibitory templates can be
used for various purposes. We will present
their usages in constructing Predicate Phrase
Contradiction Database and Predicate Phrase
Causality Database in Subsections 4.4 and 4.5
respectively.

Excitatory/Inhibitory Template Database
was constructed by first automatically acquir-
ing candidate templates using the methods we
had developedn 21m 220and then manually in-
specting them. Below are some examples of
excitatory/inhibitory templates planned to be
listed in the database.

o Examples of excitatory templates (X: an
argument)

— X wo takameru / increase XJ 0 0 00 O

— X wo yuhatsusuru / induce X0 0 0 0 O

oo
— X wo soshikisuru / form XJ 0 0 0O O
oo

— X'wo okasu / commit XJ 0 000

— X wo seijokasuru / normalize X1 00 0

oooon

— Xwo jutensuru /il XOO OO O OO

— X de niru / cook with/by/on X0 0 00 0O

— X ga kotosuru / Xrised D0 0000

— X ga hofuda / have plenty of XJ 0 00 O

oo

— Xnitassuru/reach X0 0 0000
o Examples of inhibitory templates

— X wo mahisaseru / paralyze X1 0 0 O

oooOo

— X wo damasu / deceive XOJ O 0 00O

— Xwo shikameru /knit XO O 0000

— X wo hinansuru / blame X0 0 0 0 O

oo

— Xwo shizumeru /calm X0 OO OO0

— X ni sakarau /defy X0 O OO 0O O

— X ga suitaisuru / X declined]1 0 0 0 0

oo
— X ga dassensuru / X deraild] 0 0O 0O O
oo

— X ga morokusnaru / X becomes weak

goooood

— X de shippaisuru / fail in X0 0 0 0 O

oo
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4.4 Predicate Phrase Contradiction
Database

The database lists pairs of predicate phras-
es related by the contradiction relationship
(positive instances) such as “destroy cancer _L
develop cancer” and those not related by the
contradiction relationship (negative instances)
such as “get cancer £ study cancer”. The data-
base is planned to be released around the end
of FY 2012 and will contain about a million
pairs of predicate phrases including both posi-
tive and negative instances. All the predicate
phrases in the database consist of three ele-
ments (a noun, a joshi (a Japanese postposi-
tion) and a predicate) and each element con-
sists of one Japanese word. For example, a
phrase “0 O O O O O (gan wo hakaisuru) /
destroy cancer” consists of “[] (gan) / cancer”,
“0 (wo, joshi)” and “0O0 O O O (hakaisuru) /
destroy”. For all “a joshi and a predicate”
parts, we have used excitatory and inhibitory
templates presented in Subsection 4.3.

A contradiction phrase pair is a pair of
predicate phrases that the situation or action
represented by one predicate phrase cannot co-
occur or coexist with that of the other. Besides
these pairs, we added pairs related by what we
call quasi-contradiction relationship as a type
of positive instances. The requirements to be a
predicate phrase pair that have a quasi-contra-
diction relation are as below.

1. The situation or action represented by one
predicate phrase in a pair can co-occur or
coexist with that of the other.

2. However, those situations or actions cannot
co-occur or coexist (i.e. contradict each
other) when the tendency of what one
phrase or both phrases represent become
extreme.

One example of quasi-contradiction rela-
tion pairs is “have tension [ lessen tension”.
To lessen tension does not always mean its
complete disappearance. In other words, one
may still have tension. Those two situations
can coexist. Therefore, the phrases cannot be
said to perfectly contradict each other.
However, when the states of “having tension”
and “lessening tension” both become extreme,

they cannot coexist and thus are judged to
have a contradiction relation. In other words,
the states of feeling extreme tension and less-
ening tension completely (i.e. having no ten-
sion) have a contradiction relation. Therefore,
the pair “have tension [0 lessen tension” is
classified as a predicate phrase pair having
what we call quasi-contradiction relation.
Below are examples of contradiction and
quasi-contradiction relation predicate phrase
pairs
o Contradiction Relation
—O0000000ooooooooo
oooooooo
(anbaransu wo zeseisuru 0 anbaransu
wo shojisaseru)
correct an imbalance [J generate an im-
balance
—QO00o00o0O0O0O0OCoOoboooo
(enyasu ga tomaru [0 enyasu ga
shinkosuru)
appreciation of the yen stops O appre-
ciation of the yen continues
—Jooooooooooogoon
(soon ga hidokunaru 0O soon wa gen-
shosuru)
the noise has gotten worse [J the noise
has been reduced
—doodoooooooo
(sanmi ga masu O sanmi ga kieru)
become more sour [J lose its sour taste
—O0000o0oooobooogd
(genpatsu wo nakusu [0 genpatsu wo
fuyasu)
abolish nuclear power plants [ in-
crease the number of nuclear power

plants
—00000o0oooooooogoo

0

(yuro ga gerakusuru [0 yuro ga tsuy-

okunaru)

the euro sags [ the euro becomes

stronger
—0oodoooooooooooon

gooo

(uirusu ga shimetsusuru O uirusu ga

kasseikasuru)

the virus is killed O the virus is activated
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o Quasi-contradiction Relation
—O0O000o0O0O0O0OCOOoOoOOoOo
(itami ga hasshosuru O itami wo hera-
su)
grow pain 0 reduce pain
—0oogogobooooooobn
gd
(akusesu ga shozuru
yokuseisuru)
have access [J suppress access
—0o0ooooooooooooon
(hoshano ga hoshutsusareru O hosha-
no ga heru)
radioactive substances are emitted [
radioactive substances are reduced
— 00000000oooooooo
(shea wo yusuru O shea ga teikasuru)
have a share 0 share declines
Information about contradiction relations
between predicate phrases can play an impor-
tant role in natural language information pro-
cessing systems. One example is their usage in
Web information analysis systems including
WISDOM developed by NICT™. Web infor-
mation analysis systems are required to auto-
matically identify contradictions between in-
formations given by Web documents so that
the system can provide its users with opposing
opinions or information. For example, when a
system receives the question “What will be the
impact on the environment if we halt nuclear
power plant operations?”, the system may find
contradicting descriptions in different Web
documents. One document may write “We can
protect the environment by halting nuclear
power plant operations because they can con-
taminate our environment by emitting nuclear
substances” and the other may write “Halting
nuclear power generation may increase the ra-
tio of thermal power generation and CO, emis-
sion, leading to the deteriorated environment.”
The system is required to automatically identi-
fy contradicting points in these two documents
and sum up opposing opinions to provide the
user with appropriate information.
The phrases in the database can be
classified into two groups of positive instances
and negative instances like Verb Entailment

O akusesu wo

Database and Predicate Phrase Entailment
Database. The negative and positive instances
in the database can be combined for being
used as an input data for machine learning.
They can be a set of training data for a ma-
chine to learn a model for judging whether a
contradiction relation exists between two
predicate phrases.

All the positive and negative instances
were prepared from the results automatically
acquired by using the method proposed by
Hashimoto et al.0 21m 220 The precision rate
for the automatic acquisition was 70% among
the million top-scoring pairs. The method used
for detecting contradiction relations utilized
the excitatory/inhibitory templates automati-
cally acquired by using the same method by
Hashimoto et al.o21m 220 To be concrete, the
contradiction relation phrase pair “destroy
cancer [J develop cancer” can be obtained by
combining a noun (cancer) and a pair of excit-
atory/inhibitory templates that have opposite
orientations “destroy (something)” and “de-
velop (something)” (the former template is in-
hibitory and the latter is excitatory).

4.5 Predicate Phrase Causality
Database

The database lists pairs of predicate phras-
es related by the causal relationship (positive
instances) such as “smoke cigarettes [J have
lung cancer” and those not related by the caus-
al relationship (negative instances) such as
“smoke cigarettes [1 go to the company”. The
database is planned to be released around the
end of FY 2012 and will contain about a mil-
lion pairs of predicate phrases including both
positive and negative instances. All the predi-
cate phrases in the database consist of three el-
ements (a noun, a joshi (a Japanese postposi-
tion) and a predicate) and each element consists
of one Japanese word. For example, a phrase
“00000 (haigan ni naru) / have lung can-
cer” consists of “00 O (haigan) / lung cancer”,
“0 (ni, joshi)” and “0O O (naru) / have”. As in

O 5 http://wisdom-nict.jp/
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“Predicate Phrase Contradiction Database”
presented in Subsection 4.4, we have used ex-
citatory and inhibitory templates presented in
Subsection 4.3 for all “a joshi and a predicate”
parts.
Below are examples of predicate phrase
pairs planned to be listed in the database
o JnoUuooboooouooouoooon
(kisotaisha wo takameru U
shibonenshoryoku wo takameru)
increase the basal metabolism rate [
increase the fat burn ability
o JO00O0OOOOOODOOODODOOODODO
(gakushuiyoku wo takameru [
Jikogakushu wo sokushinsuru)
enhance motivation to learn [J
promote self-learning
o JO0OOOOOGDhPOOODOO
(yushutsu ga fueru 0 GDP ga zokasuru)
have increased import [J
have a higher GDP
o D0OOUODOOOOODODOODOOO
(kekko wo sokushinsuru [
shinchintaisha wo tasukeru)
facilitate the flow of blood [
contribute to better basal metabolism
o JoOUuooooooouoobooon
(shikai ga yokunaru O
sagyokoritsu ga kojosuru)
have a better view [J
improve operational efficiency
o JO0OOOODOODOOODOOOUOODOO
(daijishin ga hasseisuru 0
merutodaun wo okosu)
have a catastrophic earthquake [J
have a nuclear meltdown
o D0OOUDODODOOODOOOOO
(netsukoritsu ga yoi [
danbokoka wo takameru)
have higher thermal efficiency 0
improve effects of heating
o Jnuoobnooooobuooo
(infure wo okosu O enyasu ga shinkosuru)
cause inflation [J
promote yen’s appreciation
o UboboUooouooooon
(tairyoku ga ochiru O
menekiryoku ga sagaru)

lose physical strength [
have reduced immune strength
o J000OODOOODODOOODODOODODO
(kokusaisakimonokyuraku wo ukeru [
kinri ga joshosuru)
see a sharp drop in government bond fu-
tures prices [ see an interest rate hike

A pair of predicate phrases that have a
causal relation in the database is a pair where
the possibility of the occurrence or existence
of the event, act or state represented by the
phrase positioned right becomes higher when
the event, act or state represented by the
phrase positioned left occurs or exists com-
pared with the case of no such occurrence or
existence (the event, act or state represented
by the left-side phrase should occur almost si-
multaneously with or precede that of the right-
side phrase). This means that causal relations
in this database do not always provide infor-
mation that the occurrence or existence of the
event, act or state represented by the left-side
phrase always means the occurrence or exis-
tence of such situations represented by the
right-side phrase. For example, although the
phrase pair “have a catastrophic earthquake [J
have a nuclear meltdown” is listed as a causal
pair in the database, this does not mean that a
catastrophic earthquake always leads to a nu-
clear meltdown. The pair was judged to have a
causal relation just because the possibility of
having a meltdown becomes higher when a
catastrophic earthquake happens compared
with the case of no occurrence of such an
earthquake.

Furthermore, we have established two
standards for judging whether a phrase pair
should be listed as a causal pair in our data-
base. We call them the generality standard and
the standard for unverified cases. The former
states that a phrase pair that represents causali-
ty that is too exceptional or lacks generality
should not be included in the database even if
the phrases are used in such way that they
have a causal relation in the documents they
had been extracted from. For example, if there
is a sentence “Let’s have vegetarian dishes for
the New Year’s party because Mr. Ichikawa
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will be joining us” in a corpus, “Mr. Ichikawa
will be joining us O have vegetarian dishes”
should not be listed as a causal pair since it is
too exceptional and lacks generality. The stan-
dard for unverified cases states that a phrase
pair that represents causality that has not been
scientifically verified should be judged as a
causal pair if you find at least one evidence to
support that causal relation in Web documents.
For example, a phrase pair “drink black oolong
tea [ suppress fat absorption” should be
judged as a causal pair if there is a descrip-
tions like “I heard black oolong tea suppresses
fat absorption” in Web documents.

Thus, the users of the database should note
that the phrase pairs listed in this database do
not always provide accurate information of
causal relations. The pairs in the database had
been manually inspected, but still, their in-
spection and judgment were based on the
knowledge provided by Web documents and
this does not necessarily mean that causal rela-
tions that were judged to be reasonably causal
based on such knowledge are always and ab-
solutely true.

All the causal and non-causal pairs were
acquired by using two methods for automati-
cally identifying causal relations presented in
the Referencesn 210220 One is the method to
automatically extract causal pairs in Web doc-
uments (henceforth called the method for ex-
tracting causality) and the other is the method
to automatically generate causal pairs that
have a highly possible causal relation without
verification by Web documents (henceforth
called the method for generating causality hy-
pothesis). The method for extracting causality
extracts causal pairs by identifying two combi-
nations of an excitatory/inhibitory template
and a noun co-occurring and being connected
by a resultive conjunction in a sentence on a
Web document. For example, a sentence “[J
O00000ooooooon /The number
of criminal cases increases and people’s anxi-
ety gets heightened” has two combinations of
“000 00 /increases” (excitatory/inhibitory
template) and “00 [0 / the number of criminal
cases” (noun) and “00 O O O / gets height-

ened” and “00 [ / people’s anxiety” (noun),
and they are connected by the resultive con-
junction “00/ and” in one sentence, therefore
the phrase are extracted as a causal pairs “[J [
O0000000000d/ the number of
criminal cases increases [1 people’s anxiety
gets heightened”. The precision rate for the
automatic extraction was 70% among the
500,000 top-scoring pairs. As for the method
for generating causality hypothesis, it auto-
matically generates hypothetically causal rela-
tions (e.g. “decrease the number of criminal
cases [J anxiety disappears”) by replacing one
phrase in an automatically extracted pair (e.g.
“the number of criminal cases increases [J
people’s anxiety gets heightened) with a con-
tradictory phrase (e.g. “the number of criminal
cases increases [J decrease the number of
criminal cases” and “people’s anxiety gets
heightened [ anxiety disappears”, generating
“decrease the number of criminal cases [
anxiety disappears”. For details, see Subsection
4.4). Note that if two phrases that have a hy-
pothetically causal relation are found within a
sentence on a Web document, those phrases
are not judged to be a hypothetically causal
pair. This means that the database includes not
only causal pairs found on the Web but causal
pairs that may have a highly possible causal
relation despite the fact that their relationship
is not explicitly stated in a Web document.
The precision rate for the automatic generation
was 57% among the million top-scoring pairs.
Below are English translations of some exam-
ples of hypothetically causal pairs planned to
be included in the database. Written between
brackets are causal relations originally found
on the Web and used as the base of hypothesis
generation.
o J000OODOODODODOOOODODODODODO
gboobooooooooooooo
sutoresu ga genshosuru 0O fumin ga kai-
zensareru
(sutoresu ga zokasuru O fumin ga tsuzuku)
reduce stress [ get rid of sleeplessness
(have increased stress [ sleeplessness
continues)
o oUuoooooooooooo
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oooooooooooooo
defure wo soshisuru O zeishu ga zokasuru
(defure ga susumu [0 zeishu ga heru)
avoid deflation O increase tax revenue
(accelerate deflation 0 have decreased tax
revenue)

o JnoUuoooooouoobouoooon
goooooooooooooooa
tanoshimi ga zodaisuru O sutoresu ga
genshosuru
(tanoshimi ga heru O sutoresu ga takama-
ru)
have greater hopes [0 have less stress
(have less hopes [ heighten stress)

o JO00OOOOOOODOODODOO
oooooooooooooono)
hanzai wo herasu O fuan ga nakunaru
(hanzai ga zokasuru O fuan ga takamaru)
decrease the number of criminal cases [J
anxiety disappears
(the number of criminal cases increases [J
anxiety gets heightened)

o nuooonoooouoobooon
goooooooooooooooon
gooo
enso wo herasu O bakuteria wa zoshokus-

uru

(enso wo hasseisaseru [ bakuteria wo
shimetsusaseru)

reduce the amount of chroline 0 bacteria
multiply

(generate chroline O kill bacteria)
o JO00O0OOOOODODOOOODOO
oooooooooooooo
Jjuyo ga kakudaisuru O shitsugyo wo gen-
shosaseru
(juyo ga heru O shitsugyo ga fueru)
have a greater demand O lower the unem-
ployment rate
(have a smaller demand O have a higher
unemployment rate)
o nuoooooouooon
gooobobooooogogog
tsukare wo keigensuru [0 meneki wo zo-
kyosuru
(tsukare ga tamaru O meneki ga yowama-
ru)
alleviate fatigue 0 boost the immune sys-

tem

(accumulate fatigue [0 have a weaker im-
mune system)

o DOOUOODODOOODOOOOO

gbooooooouoouooooon
choshi ga agaru O toraburu wo fusegeru
(choshi ga warukunaru 0O  toraburu ga
okiru)

improve [J prevent trouble

(be in a bad condition 0 have trouble)

4.6 Database of Japanese
Paraphrasing Patterns

In obtaining knowledge from a large scale
document data such as Web documents,
identification of the sentences that have the
same or similar meanings and are interchange-
able will enable us to acquire a greater amount
of knowledge. “Database of Japanese
Paraphrasing Patterns” has been constructed
by making use of the syntactic analysis results
and contains paraphrasable sentence or phrase
patterns for a given sentence or phrase.
Paraphrasable sentences like “A has plenty of
B” have replaceable nominals (A and B in this
case) and a pattern that links the nominals.
The database contains such paraphrasing pat-
terns and their score to show their likelihood.
Examples of the paraphrasing patterns and
scores for “A has plenty of B,” “A stops B”
and “A makes B happy” are shown in Tables 8§,
9 and 10.

The targets of paraphrasing in “Database
of Japanese Paraphrasing Patterns” are those
obtained from 50 million Web documents. A
paraphrasing pattern consists of nouns A and
B that have a certain level of appearance fre-
quency and words situated on the dependency
path to connect A and B in a syntax tree. For
example, from a sentence “0 0000000
000000000 /regarding economic
loss due to a traffic accident” shown in Fig. 1,
we can extract a pattern “A 0 0 O (due to A)”.

The similarities between patterns are ob-
tained based on the distributions of noun pairs
positioned at the slots of variables A and B in
a pattern. For details, please see the descrip-
tion about the “SC (Single Class)” method in
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1F-)e) (=)<}l Paraphrasing patterns of “A0 BO D
000 (A wa B ga hofudesu) / A has
plenty of B”(5 top-scoring patterns)

TF:)e) (=3[0} Paraphrasing patterns of ‘A0 BO O O O
0 (A de B wo yorokobaseru) / A makes
B happy” (6 top-scoring patterns)

Pattern Paraphrasing Pattern Paraphrasing
Score Score
OAD BOOO (4 wa B ga hofir) /10.0549719888 O0A0OBOOODOOOOOOO (4]0.0430107527
A has plenty of B wo Bsama ni goteikyoshiteikitai) /
DADOBODOODDODDO |0.0382925298 gg;ﬁ;‘}&?k}g Sit?i%nue to pro-
O (A4 ni wa B ga hofu ni fukumare- R
teimasu) / A contains a lot of BO OBODO AOOOOODOOOO|0.0337078652
OAO0 BOOOOD (4waBmo ho-|0.0377786173 (Bsama ni 4 wo teikyoshitemairi-
d / A has pl B 10 mashita) / We have been providing
Judesu) as plenty ot B as we Mr./Ms. B with A0
ODADBO O DD O (4waB wol0.0336538462 OAOBOOODOOOOOD (4]0.0337078652
oku fukumu) / A contains B a lot0] o .
wo Bsama ni teikyoshitsuzukeru
OAO BOOO (4 wa B mo hofir) /10.0331325301 kotq) / Keeping providing Mr./Ms.
A has plenty of B as well[] B with A0

Tf-10)[=02) Paraphrasing patterns of “A0 BO O O
(A wa B wo fusegu) / A stops B”
(5 top-scoring patterns)

Paraphrasing

Pattern
Score

OAO BOOO (4 wa Bwo fusegu)/|0.0224161276
It is A that prevents BO

OAOBOOOOO (4waBwo|0.01806121788
yobosuru) / A prevents BO

OAO BOOO (4 de Bwo fusegu) /|0.0175963197
B is prevented by Al

OBO O O A (B wo fusegu A) / A|0.0175141447
that prevents BOJ

OAOBOOOOO (4waBwo|0.0132786565
boshisuru) / A checks BO

the referencen erl Since it is a method of auto-
matic acquisition based on unsupervised learn-
ing, the paraphrasing patterns in the database
are not always accurate.

In connection with the database, a database
of entailment relations between phrase pat-
terns are now being constructed by using the
results automatically acquired by the super-
vised learning-based method proposed by
Kloetzer et al.o2sn The precision rate for au-
tomatic acquisition was 70% among the 10
million top-scoring pairs. Below are examples
of entailment relations between paraphrasing
patterns acquired by using the method pro-

OBO OAODOOOOOOOO]0.0337078652
(Bsama ni A wo teikyodekiru yo ni) /
In order for us to provide Mr./Ms.
B with A0

OBO OAODOOODOOODOO|0.0333333333
(Bsama ni A wo teikyodekiru yo) /
In order for us to provide Mr./Ms.
B with A0

N Y

Koutuu ziko ni yoru keizai-teki na songai ni kansite

traffic accidents  from economic losses  with regard to
(With regard to economic losses from traffic accidents)

Pattern: <A ni yoru B>

The pattern extraction out of analysis
results of dependency structures

posed by Kloetzer et al.

o AUOOODODB—-AOOOB
(4 wo umidasu B — A wo tsukuru B)
B that creates A — B that makes A

o AUJOOB—AOOOB
(4 ni demuku B — A ni iku B)
B that visits A — B that goes to A

o AJ0OOOODOOB—AOBOODO
0o
(4 ni joteisareteita B — A ni B wo teishu-
tsusuru)
B that has been presented to A — submit
Bto A

o AOBOOO —-AOBOOO
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(4 wo B ni henko — A wo B ni suru)
change A to B — make A B

o BOOOA—-BOOOA
(B ni hikaru A — B ni kagayaku A)
A that is shining on B — A that is glitter-
ing on B

o AOO0OODOODOOOB—AOOOOOOB
(4 wo norikaerareru B — A wo hen-
kodekiru B)
B where one can transfer to A — B where
one can change A

o BOODODODODODOODA—-BOOODO
ooo A
(B no zairyo wo ikashita A — B no sozai
wo tsukatta A)
A that utilizes the ingredients of B — A
that uses the materials used for B

o ADOOOB—AOOOOOB
(4 wo katsuida B — A wo seotta B)
B that carry A on its shoulder — B that
shoulders A

o ADDODDDODOOOB—AOOOB
(4 ga matsurareteiru B — A wo matsuru B)
B that is dedicated to A — B where A is
enshrined

o BOOOOOA—-BOOOO A
(B wo kyokasuru A — B wo sodateru A)
A that strengthens B — A that develops B

5 Dependency Database and
Corpora

5.1 Japanese Dependency Structure
Database and Dependency
Structure Database of Japanese
Wikipedia Entries

“Japanese Dependency Structure

Database” and “Dependency Structure

Database of Japanese Wikipedia Entries” con-

tain dependency structures and their frequen-

cies obtained by syntactically analyzing a huge
amount of Japanese documents and extracting
dependency structures from the syntactic anal-
ysis results. Table 11 shows their examples.
“Japanese Dependency Structure

Database” contains 4.6 billion dependency

structures and their frequencies. The depen-

dency structures were extracted from 6 hun-
dred million Web documents and a dependen-
cy structure consists of two bunsetsu (a basic

unit of Japanese clause) such as “0 0 0 0O O

O O / eat sekisaba mackerel, broken down to

sekisaba wo and taberu” and “0 0 0 O O O

0 / sashimi of sekisaba mackerel, broken

down to sekisaba no and otsukuri”.

“Dependency Structure Database of
Japanese Wikipedia Entries” contains depen-

1015k Examples of dependency structures and their frequencies in 2 dependency structure databases

Database Dependency structure Frequency
Japanese Dependency Structure | 0 00000 O (sekisaba wo taberu) / eat sekisaba mackerel 20 times
Japanese Dependency Structure | 0 0 0 0 O 0O O (sekisaba no otsukuri) / sashimi of sekisaba 7 times
mackerel
Japanese Dependency Structure | 00 O 0 0O O O (yakyu wo kansensuru) / watch (a) baseball 40 times
(game)
Japanese Dependency Structure | 00 0 0 0O 0O (yakyu no boru) / a ball for playing baseball 20 times
Dependency Structure of O00oO0ooooDoOoOO0 (kaze to tomo ni sarinu wo kariru) / 12 times
Wikipedia Entries borrow Gone with the Wind
Dependency Structure of 00000000 (miho no matsubara no keshiki) / the view 6 times
Wikipedia Entries of Miho no Matusubara
Dependency Structure of 00000o0oo0oooooooooo (shunkanyuwakashiki 8 times
Wikipedia Entries de issankatansochudokujiko) / carbon monoxide poisoning
caused by an instantaneous water heater
Dependency Structure of 000000000 (hoshi no ojisama wo yomu) / read The | 3,643 times
Wikipedia Entries Little Prince
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dency structures and their frequencies using
the same Web documents as those used in
“Japanese Dependency Structure Database”.
While “Japanese Dependency Structure
Database” lists only dependency structures
consisting of two bunsetsus, “Dependency
Structure Database of Japanese Wikipedia
Entries” contains dependency structures of
Wikipedia article titles (entries) that consist of
two or more bunsetsus (e.g. “0 0O O 0O O

(Miho no Matsubara, a location name)”, “0J [J

00000 (Kaze to tomo ni Sarinu, meaning
‘Gone with the Wind’)”), thus supplementing
what “Japanese Dependency Structure
Database” lacks, i.e. dependency structures
containing named entities and consisting of
more than two bunsetsus.

Both “Japanese Dependency Structure
Database” and “Dependency Structure
Database of Japanese Wikipedia Entries” are
indispensable for many language resources
that are compiled based on frequencies of de-
pendency structures such as “Database of

Tf-/0) (=3 %4 Dependees of “0 00 (sekisaba)/
sekisaba mackerel” and “0 O [
(sekiayji) / sekiaji horse mackerel” and
their appearance frequencies

‘goo/r ooo/
Sekisaba” | Sekiaji”

O O O (no sashimi) / sashi-| 106 times | 92 times
mi of ...

Dependee

OO0 00 (no tsukuri) / live| 12 times| 11 times
sashimi of ...

000 (no himono) / dried ...| 15 times| 10 times

00000 (wo shiireru) /| 4 times| 4 times

stock ...

000 (wo tsukau)/ use ... 10 times| 14 times

000 (wo tanno) / enjoy ... 4 times| 6 times

00000 (gaoishii) / ...| 25times| 10 times
tastes good

O 000 (wo shokusuru) /
eat ...

2 times 7 times

0000 (wayumeida)/ ... 9 times | 14 times

is famous

00000 (niotoranai)/be| 4times| 10 times

as good as ...

Similar Context Terms” (Subsection 3.3). For
example, “Database of Similar Context
Terms” includes nouns and noun phrases that
represent, for example, animation movie titles,
famous composers, celebrated conductors or
old-time rock bands. Those named entities had
been automatically acquired by using the
knowledge in the dependency structure data-
bases, i.e. the dependees of nominals in Web
documents, as contexts of their appearance.
Table 12 shows the dependees of “00 O O /
sekisaba mackerel” and “00 O O / sekiaji horse
mackerel”, i.e. component parts of the con-
texts of their appearance in Database of
Similar Context Terms. You can see the noun
phrases “sekisaba mackerel” and “‘sekiaji horse
mackerel” highly frequently appear in the
same context since their dependees shown in
the table including “00 O O / sashimi of ...”,
“0 0 O O/ live sashimi of ...”, “0O0 O O /
dried ...” and “00 O O O /... tastes good”
are all considered characteristic to words to
donate fish and frequently appear with both
“sekisaba mackerel” and “sekiaji horse mack-
erel”.

5.2 Kyoto Sightseeing Blogs for
Evaluative Information

Recent advances in information media
have allowed many people to publicly express
their evaluations and opinions on various is-
sues. Accordingly, studies on technologies to
extract, organize and sum up various opinions
out of a huge amount of documents is actively
being conducted. Kyoto Sightseeing Blogs for
Evaluative Information was constructed to
serve as a training corpus for machine learn-
ing, a basis for developing opinion analysis
technologies. The database consists of two
parts: “Kyoto Sightseeing Blogs” and
“Evaluative Information Data on Kyoto
Sightseeing Blogs™.

“Kyoto Sightseeing Blogs” is a database
containing 1,041 Japanese blog articles (480
Japanese characters per article on the average)
exclusively in the tourism domain written by
47 authors. The authors had been recruited
with the condition that all copyrights were go-
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ing to be reserved by National Institute of
Information and Communications Technology.
They were asked to write articles based on ac-
tual Kyoto sightseeing tours. The authors write
their articles by accessing our blog site (not
open to the public).

“Evaluative Information Data on Kyoto
Sightseeing Blogs” contains evaluative infor-
mation (popularity and opinions) manually ex-
tracted from Kyoto Sightseeing Blogs accord-
ing to certain standards stated in the References

n2e0270 Besides popularity and opinions,
evaluative information includes the evaluation
holders, expressions used in their evaluation
and targets of evaluation. Tables 13 and 14
show examples of articles and their evaluative
information respectively. For details about an-
notation, see the Referencen 270

As shown in Table 14, the database con-
tains not only subjective opinions like “It is
beautiful” but objective ones such as “It has
been listed as a World Heritage Site” if the
part is written in such a way that it describes
the good or bad points about the place focused
in an article.

Traditionally, training corpora for extract-
ing opinions have been constructed from

1F-10) (=30 <] Example of blog article

newspaper articles. However, systems trained
on such database can hardly give the highly
accurate results since many consumer generat-
ed media including blog articles are written in
informal or colloquial styles and use emoti-
cons. Therefore, construction of organized
training data compiled from blog articles like
the data presented here is quite important for
developing highly accurate technologies to au-
tomatically analyze such informal documents
as blogs.

6 Tools, Web Services and
Searching Systems

6.1 Hyponymy Extraction Tool
Hyponymy Extraction Tool is a tool to ex-
tract hyponymy relations between terms (hy-
pernym/hyponym pairs) from Wikipedia dump
data based on the method proposed by Sumida
et al.o 280 A hyponymy relation is defined as a
relation between two terms X and Y satisfying
condition “Y is a kind (an instance) of X”. In
this section, we denote a hyponymy relation
for hypernym X and its hyponym Y as “X —
Y”. Hypernyms and hyponyms obtained by
this tool are not only “words” but “compound

ID | Title

Content of article

30 | Kamigamo
Shrine

Decided to stop by Kamigamo Shrine since we were there. The place is listed as a World Heritage
Site, I heard. They say it's one of the oldest shrines in Kyoto. Passing under the torii, a kind of
symbolic guard frame at the entrance, situated right across the bus stop, I saw a tree-filled green
space. There were several cherry trees. The weeping cherry trees were beautifully blooming. ...

TF:10) (= 2} Examples of evaluative information

Topic |ID| Extracted sentence | Evaluative expression Evaluation| Evaluation | Evaluation Relation
type holder target
Kamigamo | 30 | The place is listed as a | is listed as a World| Merit+ | [unknown] | [Kamigamo | Same
Shrine World Heritage Site, 1| Heritage Site, I heard Shrine]
heard.
Kamigamo | 30 | They say it's one of | They say it's one of| Merit+ | [unknown] | [Kamigamo| Same
Shrine the oldest shrines in|the oldest shrines in Shrine]
Kyoto. Kyoto
Kamigamo | 30 | The weeping cherry | The weeping cherry | Emotion +| [Author] |[Kamigamo| Same
Shrine trees were beautifully | trees were beautifully Shrine]
blooming. blooming
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nouns” such as “sports event in Shima City”.
For the extraction of term pairs that seem

to have a hyponymy relation, i.e. hyponymy

relation candidates, we used hierarchical struc-
tures, definition sentences and category tags in

Wikipedia articles as shown Fig. 2.

Hierarchical Structures: Hyponymy relation
candidates are extracted from an article ti-
tle, session title and itemized expressions
in hierarchical structures of Wikipedia ar-
ticles. For example, “cheese — processed
cheese” and “cheese — natural cheese” are
extracted as candidates from the example
Fig.2 (a).

Definition Sentences: The first sentence in
Wikipedia articles is considered as a
definition sentence of the article.
Hyponymy relation candidates are extract-
ed from these definition sentences by using
patterns such as “00 00 (... isa...)” and
“0000 (...1satype of ...)". For exam-
ple, “food — cheese” is extracted as a can-
didate from the example in Fig. 2 (b).

Category Tags: Hyponymy relation candi-
dates are extracted from all the possible
pairs of article title and Wikipedia catego-
ry tag in a Wikipedia article. For example,
“fermented food — cheese” is extracted as
a candidate from the example in Fig. 2 (c)
(pairs of the same terms such as “cheese
— cheese” are excluded from candidates).

(Hypernym candidate -
Types Hyponym candidate)

Processed cheeses Cheese -> Types
Cheese -> Processed cheeses
Natural cheeses

Cheese -> Natural cheeses
Cheese -> fresh cheeses

milk.

Cheese
Category: Cheese || fermented food

Z1s}”4 The extraction of hyponymy candidates
out of articles in Wikipedia

food products - Cheese

Cheese
i (Hypernym candidate >
Cheese is a type ofmade from Hyponym candidate)

(Hypernym candidate >
Hyponym candidate)
fermented food -> Cheese

All extracted candidates are judged wheth-
er they have a hyponymy relation or not by us-
ing SVMs (Support Vector Machines). For
training SVMs, we use lexical features such as
morpheme and word information of candi-
dates, structural features such as parent and
child node in a hierarchical structure of
Wikipedia articles from which candidates are
extracted, and semantic features derived from
Wikipedia infobox. For the details of the algo-
rithm for the acquisition of hyponymy rela-
tions, please see the reference by Oh et al.o 290
and Sumida et al.0 280

By using this tool, about 7.2 million term
pairs having a hyponymy relation were ex-
tracted from the May 3, 2012 version of
Japanese Wikipedia articles with around 90%
precision. Table 15 shows the numbers of hy-
ponymy relations and their unique hypernyms
and hyponyms acquired from hierarchical
structures, definition sentences and Wikipedia
category tags. Table 16 shows examples of ac-
quired hyponymy relations.

6.2 Support Service for Customized

Word Set Generation

We have been developing Web services
intended to share with general users. Those
services have been created by making easily
usable the natural language processing tech-
nologies and language resources that we have
developed and constructed. The Web service
presented here allows general users who do

TF:)e) (=3 [5)| Number of hyponymy relations ac-
quired from the May 3, 2012 version
of Japanese Wikipedia

#of . # of
Source of h # of unique .
extraction yponymy hypernyms unique
relations hyponyms
Hierarchical 5,256,876 153,871 2,670,341
structures
Definition 384,733 40,849 | 373,580
sentences
Category 1,766,485 63,876 652,284
tags
Total # 7,217,525 237,593 | 2,931,627
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1F:10) (=11 Examples of acquired hyponymy relations

Hypernym

Hyponym

O O (butsuzo) / statue of Buddha

O0O0D0000000 (jazufesutibaru) /
jazz festival

OO (gakki) / musical instrument
000 (bunbogu) / stationary
0000 (kaguradantai) / kagura troup

000000000 (puroguramingugengo) /
programming language

0000 (sensoeiga)/ war film

0000 (nihoneiga) / Japanese film
AOC O 00O (A40C wain) / AOC wine

000 (gemu)/ game

000000 (terebijidaigeki) /
historical TV drama

OO0O0O00O (hosojigyosha)/
broadcasting organization

0000 (torasukyo) / truss bridge
0000 (seijiseido) / political system
OO (byoki) / disease

0000 (hatsudenhoshiki) /
type of power generation

00000 (karyokuhatsuden) /
thermal power station

0000 (umokyoryu) / feathered dinosaurs
O O (toshi) / city

00000 (shiritsuchugakko) /
municipal junior high school

0000 (kiiroganryo) / yellow pigment
000 (kenkyusho) / research institute

O000OQ0O (shichimendaimyojinzo) /
statue of Shichimen Daimyojin

BAY SIDE JAZZ CHIBA / BAY SIDE JAZZ CHIBA

0000 (kantere) / kantele

0000000 (sutikkunori) / glue stick

000000 (kawahirakagurashachu) / Kawahira Kagura Troup
prolog / prolog

00000000000 DOO (hawaimiddoueidaikaikusen) /
Hawai Middouei Daikaikusen

00000 (utau wakadaisho) / Utau Wakadaisho

0000000000 000000 (ragurandoryu burugonyu) /
La Grande Rue, Bourgogne

00000000000 Xl (fainarufantajiXI) / Final Fantasy X1

00000 (edo no uzu)/
Edo no Uzu (a Japanese samurai TV drama)

00000 (nishinipponhoso) /
Nishinippon Broadcasting Company, Limited

0000 (kawashimaohashi) / Kawashima Bridge
00000 (chokusetsuminshuser) / direct democracy
000000 (serenketsubosho) / selenium deficiency

O000OO (taivokohatsuden) / solar power generation

O0000000000 (jenekkusumizuehatsudensho) /
GENEX Mizue power station

O000C0OO0ODOOO (shinosauroputerikusu) / Sinosauropteryx
000000 (bankuba) / Vancouver

0000000000 (isashiritsuokuchiminamichugakko) /
Isa City Okuchi Minami Junior High School

0000000000 (indianiero) / Indian yellow

00000000 (johotsushinkenkyukiko) / National Institute of
Information and Communications Technology

not have special expertise to easily generate
groups of words categorized in a certain type
of group and word pairs that have a certain se-
mantic relation such as a causal relation. The
former service is called “Support Service for
Customized Word Set Generation” and the lat-
ter is “Semantic Relation Acquisition Service”,

and both are open to the public. “Support
Service for Customized Word Set Generation”
is presented in this section and “Semantic
Relation Acquisition Service” will be present-
ed in Subsection 6.3.

“Support Service for Customized Word
Set Generation” is a service to allow users to
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generate groups of words (word classes) that
are semantically similar. Word classes play an
important role in various natural language pro-
cessing systems. For example, they can be
used for query expansion in search systems or
automatic keyword suggestion for keyword
advertising systems.

“Support Service for Customized Word
Set Generation” enables efficient semi-auto-
matic generation of a large amount of word
classes using Japanese Web documents based
on a statistical method. 10 million words on
the Web are candidate words to be included in
word classes. For the details of the method
used for the service, please see the reference
0300

Below are examples of word classes ob-
tained by using the service.

o “00000 (otera/jinja) / Temple/shrine”
class

— “000 (kinkakuji) / Kinkakuji Temple”,

“0 0 O (todaiji) / Todaiji Temple”, “0
O O (shosoin) / Shosoin Treasure
House”, “0 0 0 O O (kamigamojinja) /
Kamigamo Shrine”, “0 O O (ginkakuji)

/ Ginkakuji Temple”, “0 0 00O O (san-
jusangendo) / Sanjusangendo Temple”,
“000 (horyuji)/ Horyuji Temple”, “C]
O O (byodoin) / Byodoin Temple”, “0J
O O (kiyomizudera) / Kiyomizudera
Temple”, “0 0 O O O (nikkotoshogu) /
Nikko Toshogu Shrine”, “00 0 O (zenko-
Ji) / Zenkoji Temple”, “0 0 0 O (itsuku-
shimajinja) / Itsukushima Jinja Shrine”,
“0 0O O O (heianjingu) / Heian Jingu
Shrine”, “0 O 0O (chusonji) / Chusonji
Temple”, “0 0O O O (izumotaisha) /
Izumo Taisha Shrine”, “O0 O O (hakuba-
ji) / Hakubaji Temple”, “0 O 0O (asu-
kadera) / Asukadera Temple”, “00 O O
(meigetsuin) / Meigetsuin Temple”, “0
O O (sensoji) / Sensoji Temple”, “0 O
O (sanzenin) / Sanzenin Temple”, “01 O
O (yakushiji) / Yakushiji Temple”, “0
OO (nanzenji) / Nanzenji Temple”, “0
00 (muroji) / Muroji Temple”, “00 O O
(ryoanji) / Ryoanji Temple”, “0O0 O O
(hasedera) / Hasedera Temple”, “00 00 O
O (shitennoji) / Shitennoji Temple”, “0]
O O (tofukuji) / Tofukuji Temple”, “0
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O 0O O (toshodaiji) / Toshodaiji
Temple”...
o “O0O00 (tsuridogu) / Fishing tackle” class
— “000 (tsurizao) / fishing rod”, “0J (esa)
/ bait”, “0 0 O (rua) / lure”, “0 (hari) /
hook”, “000 (omori) / sinker”, “00 0 O
(tegusu) / fishing gut”, “0 O (tenbin) /
tenbin”, “0 O 0O (riru) / reel”, “0 O
(takezao) / bamboo rod”, “00 O (tamaa-
mi) / landing net”, “0 00000 (ruar-
oddo) / lure rod”, “0 00000 (furai-
roddo) / fly rod”, “00 0O O (tsuriito) /
fishing line”, “0 0 0 O O (fakotenya) /
octopus tenya”, “0 0 0 0O O OO0
(randingunetto) / landing net”, “00 0
(kebari) / feather hook”, “0 0000 O
O (ankaropu) / anchor rope”, “00 O O
(jinkoesa) / synthetic bait”, “0 0O 0O
(sabiki) / sabiki hook”, “0O0 O (jigu) /
jig”, “00 (egi)/baitlog”, “0 0000
O (tekisasurigu) / Texas rig”, “0 O O
(wamu) / worm”, “00 O (egi) / bait log”,
“0 0 0 O 0O O (kattoteru) / cut tail
worm”, “00 O (shikake) / gimmick™...
The users of the service can interactively
generate word classes on the browser-based
interface shown in Fig. 3. To generate word
classes of their own choice, they do not need
any special expertise. All they need to do is to
follow the instructions shown on the interface.

6.3 Semantic Relation Acquisition
Service

“Semantic Relation Acquisition Service”
is a Web based service that provides the users
with word pairs that have a certain relation
such as relations between “cause and effect”,
“trouble and preventive measure”, “musician
and song title”, “location name and local spe-
cialty” and “hero and enemy”. The service en-
ables efficient semi-automatic generation of a
large amount of word pairs having a specific
relation using 6 hundred million Web docu-
ments based on a statistical method. Table 17
shows examples of word pairs that have “cause
— effect” and “trouble — preventive mea-
sure” relations.

Users of the service can obtain semantic

relations of their own choice just by inputting
a few phrasal patterns that denote the relations.
For example, if a user wants to get information
about word pairs that have a causal relation,
all he/she has to do is to input such phrases as
“A causes B” and “A is the cause of B”. The
system then will automatically learn the pat-
terns that may also have a causal relation such
as “A triggers B” and “A generates B”. Thus,
the system keeps learning a great amount of
similar patterns including those that are hard
to think of for many people to provide the user
with word pairs that have the semantic relation
that the user wants to get by using all the pos-
sible similar patterns.

Since the system is designed to obtain a
huge amount of semantic relations using vari-
ous automatically learned patterns, it can
found “unexpected but useful information”
that are highly possibly overlooked by usual
Web searches.

Like the case of “Support Service for
Customized Word Set Generation”, the users
of the service can interactively generate word
classes on the browser-based interface shown
in Fig. 4. To acquire semantic relations of their
own choice, they do not need any special ex-
pertise. All they need to do is to follow the in-
structions shown on the interface.

6.4 Parallel Search System for Similar

Strings: Para-SimString

Written materials are one of the most fa-
miliar ways to deliver our messages to others.
However, since they are written in natural lan-
guages, the same information is often con-
veyed by using different expressions, i.e. para-
phrases, which may be one of the causes that
hinder efficient management of documents and
information. Unfortunately, technologies to
recognize paraphrases at high speed among a
large amount of documents have not been de-
veloped although automatic recognition of
paraphrases has been actively studied. Para-
SimString provides a means to retrieve para-
phrases of certain expressions from a huge
amount of documents in a fast and flexible
way by narrowing down its targets to the ex-
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1E)o) [0 74 Examples of “cause - effect” relation and

“trouble - preventive measure” relation

Cause - Effect

Trouble - Preventive
Measure

OO0 00 (rensakyukin) -
O00O0OO0O0 (kanosei-
kansetsuen)
streptococcus - septic ar-
thritis

EB O OO0 (EB uirusu) -
0000000 (densen-
seitankakukyuusho)
Epstein-Barr Virus - infec-
tious mononucleosis

0000 (tsubokabi) - O
0000000 (kaerut-

subokabisho)
Chytridiomycetes - chy-
tridiomycosis

00 (danso) - 00000
(chokkagatajishin)

dislocation - epicentral
earthquake

00000 (johoroei)
-gobooogboo
(angokasofutouea)
information leakage -
encryption software

000000 (fir
seiakusesu) - 0 0O O
0o0oooooo (fai-
yaworukino)
unauthorized access -
firewall operations

00O (tokozure) - O
0000 (eamatto)
bedsore - air mattress

O O (torigai)- O O
000 (bochonetto)
bird damage - bird net

8006

pressions whose degree of similarity suffices a
certain level as well as introducing parallel
processing.

To be more precise, Para-SimString is a
program to retrieve the lines that are
superficially similar to the query string input
by a user from a huge amount of document
sets distributed on cluster computers in a high-
speed and parallel way. For example, when a
user input a query string “0 0000000
O 0O O O O (shohizei no zozei wo kakugik-
etteishita) / raise in the consumption tax was
approved by the cabinet”, Para-SimString re-
trieves linesas “0 0 0 0 000 O000ODO
(shohizeizozei wo kakugi de kettei / consump-
tion tax hike was approved by the cabinet)”
and “00000000000CO0 (shohizei-
ritsuzo wo naikaku ga ketteishita / the cabinet
approved to increase the consumption tax
rate)” from a large amount of documents if
there are such lines there. In other words, it
can comprehensively retrieve the strings that
do not exactly match the query string but de-
note almost the same thing and are similar in
their surface form.
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Search Request

| want to find sentences
similar to “wagahai wa

"

nekodearu ‘l am a cat’”.

/ Para-SimString System \

@ N—_

Search Results

(wagahai wa nekodearu) /1 am a cat
(wagahai wa nekodeatta) / | was a cat
(wagahai wa inudearu) / | am a dog
(watashi wa nekodearu) / | am a cat
(ore wa nekodesu) / | am a cat

E

A\ 4

Cluster
Computers

2\ /

Input/output flow and system configuration of Para-SimString

Automatic expansion of the query “I&5&RiF 8 (joho roei)”
- Orthographic variant: 1&#RiEZ L \(joho roei)

*Synonym: &t (joho ryushutu)

= Trouble-preventive measure relation: encryption softwre

Apache Solr based search
tasks can be distributed
among multiple servers.

Query string “1&$R
&% (joho roei)”

¥

System configuration of QE4Solr and an example of how QE4Solr expands queries

What makes Para-SimString unique is its
ability to perform parallel operations of index-
ing and retrieval. This is especially effective
for handling enormous amounts of document
sets and becomes an even more powerful ad-
vantage in parallel computing environments.

Para-SimString uses the open source soft-
ware SimString ™ for its core indexing and re-
trieval engine.

Figure 5 illustrates Para-SimString’s input/
output flow and its system configuration.

6.5 Query Expansion System for Solr:
QE4Solr

To obtain desired information by searching
documents accumulated in a commercial or
academic organization often requires knowl-
edge in the specific field where the organiza-
tion is engaged. For example, when trying to
search the documents held by an artificial in-

0 6 http://www.chokkan.org/software/simstring/index.html.ja
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telligence-related department in a college, one
may have to know that the terms “AAAI”,
“Association for the Advancement of Artificial
Intelligence” and “C O OO OO O0OODO”
all denote the same thing. QE4Solr is a query
expansion system designed to run on the open
source search platform Apache Solr.
Knowledge bases can be used flexibly and eas-
ily on QE4Solr for automatic expansion of
query strings. For example, incorporating a
knowledge base containing information that
explicitly denotes the specialty or singularity
of a certain organization enables an intelligent
search that matches the characteristics of that
organization, or incorporating a knowledge
base containing a large amount of orthograph-
ic variants, synonyms and semantic relations
may prevent a search system from failing to
find otherwise appropriate terms or provide us
with unexpected but useful information.

Such knowledge bases can be easily con-
structed by utilizing Web-based services such
as Support Service for Customized Word Set
Generation and Semantic Relation Acquisition
Service or other databases introduced in this
paper.

QE4Solr’s ability to perform parallel oper-
ations of indexing and retrieval enables an
efficient search of large scale documents such
as a Web archive.

Figure 6 illustrates how QE4Solr expands
query strings and its system configuration.

7 Conclusion
In this paper, we have presented funda-

mental language resources constructed by
Universal Communication Research Institute’s
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